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Chapter 1

Physical program for Super CT factory

1.1 Introduction
A Super cτ factory is an electron-positron collider operating in the range of center-of-mass (c.m.)
energies from 2 to 5÷6GeV with a high luminosity of about 1035 cm−2s−1. In this energy range
practically all states with charm can be produced including charmonium-mesons, which are bound
states of c and c̄ quarks, charmed mesons comprising one c (c̄) quark, and charmed baryons
comprising one c quark. In addition, at the c.m. energy above 2mτ ≈ 3.6GeV τ -lepton pairs can
be produced. Because of its extremely high luminosity such a collider will be a copious source of
charmed particles and τ leptons. This brings us to the name Super cτ factory (CTF).

The main goal of experiments at CTF is a study of the processes with c quarks or τ leptons in
the final state using data samples that are 3-4 orders of magnitude higher than collected today at
CLEOc and BESII detectors. To understand opportunities provided by CTF we show in Table 1.1
a possible distribution of an integrated luminosity of 1 ab−1 in different energy ranges. At CTF
with a luminosity of 1035 cm−2s−1 such an integrated luminosity can be collected during half a
year producing thereby 109 τ leptons, 109 D mesons and a fantastic number (1012) of J/ψ mesons.
These statistics will allow a systematic study of all states of quarks of the two first generations
(u, d, s and c) as well as searches for states of exotic nature.

A theory of strong interactions, quantum chromodynamics (QCD), in addition to standard
mesons and baryons consisting of 2 and 3 quarks, respectively, cannot rule out the existence of
four- and five-quark states as well as bound states of gluons, carriers of strong interactions [1].
Such states are possible because gluons, in contrast to a photon, an electrically neutral carrier of
electromagnetic interactions, possess a strong or color charge. QCD predicts both hybrid quark-
gluon states and states consisting of gluons only, glueballs. Hybrids and glueballs are a completely
new form of matter that can be formed by strong interactions only. One of the tasks of CTF is
to discover exotic states and study their properties.

Huge data samples of D mesons and τ leptons will allow a study of principally new phenomena,
such as CP violation in the D meson system and in τ leptons as well as lepton flavor violation.

Table 1.1: Possible distribution of an integrated luminosity collected at CTF (1
ab−1) in different energy ranges.

E, GeV 3.097 3.686 3.770 3.800–5.000

L, fb−1 300 150 350 200
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Figure 1.1: Charmonium system and transitions. Red (dark) arrows indicate
recently discovered decays and transitions between the levels. The
dashed line shows a production threshold for a pair of charmed
mesons.

A physics program for CTF can be subdivided into the following subsections, which are dis-
cussed in more detail below:

1. charmonium,

2. spectroscopy of states of light quarks,

3. physics of D mesons,

4. physics of charmed baryons,

5. τ lepton physics,

6. measurement of the cross section of e+e− → hadrons,

7. two-photon physics.

1.2 Charmonium
A scheme of charmonium levels is shown in Fig. 1.1. All states lying below the threshold of D
meson production and therefore decaying into hadrons consisting of the light u, d and s quarks
(or into a lower mass charmonium) have been discovered. Vector mesons (JPC = 1−−), i.e., J/ψ,
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Table 1.2: The number of cc̄ mesons that can be produced at CTF with an inte-
grated luminosity of 1 ab−1. Estimates of physical cross sections are
based on Refs. [2, 3, 4].

J/ψ ψ(2S) ψ(3770) ψ(4040) ψ(4160) ψ(4415)

M , GeV 3.097 3.686 3.773 4.039 4.153 4.421

Γ, MeV 0.093 0.304 27 80 103 62

σ, nb ∼3400 ∼640 ∼6 ∼10 ∼6 ∼4
L, fb−1 300 150 350 10 20 25

N 1012 1011 2× 109 108 108 108

ψ(2S), ψ(3770), etc. are directly produced in e+e− collisions. In Table 1.2 we list the numbers
of 1−− mesons that can be produced at CTF with an integrated luminosity of 1 ab−1. Estimates
take into account the expected beam energy spread.

In radiative decays of J/ψ and ψ(2S) mesons [2] about 1010 χcJ and ηc mesons each can
be obtained. About 108 hc mesons can be produced in the ψ(2S) → hcπ

0 decay, which has a
branching fraction of about 10−3 [5]. For observing ηc(2S) one can use a rare, not yet discovered
radiative transition ψ(2S) → ηc(2S)γ (its branching fraction is expected to be 5 × 10−4 [1]) or
two-photon production (see Sec. 1.8). Such a data sample allows a systematic study of cc̄-meson
properties. The following items should be mentioned:

1. Precision measurement of probabilities for transitions between low-lying levels of charmo-
nium, their masses, total and leptonic or two-photon widths. These parameters are calcu-
lated in potential quark models and can also be obtained within lattice QCD. In close future
the accuracy of lattice calculations will reach a level of about 1% or better. At CTF one will
be able to measure probabilities of rare, not yet discovered electric ηc(2S)→ hcγ (2.5×10−3),
ψ(3770) → χc0γ (2 × 10−4) and magnetic ψ(2S) → ηc(2S)γ (5 × 10−4), ηc(2S) → J/ψγ
(3 × 10−5), hc → χc0γ (∼ 10−6) dipole transitions. Shown in parentheses are transition
probabilities expected in the quark model [1]. From the analysis of angular distributions
of photons in the χcJ → J/ψγ and ψ(2S) → χcJγ decays one can extract the amplitudes
of M2 and E3 transitions interfering with the dominating E1 transition and determine an
admixture of the D wave state in ψ(2S) (see a review in [6] and references therein).

2. Information about decays of low-lying states of charmonium is very incomplete. For the
best-studied J/ψ meson about 40% of hadronic decays only have been measured. For other
states the situation is even worse. One of the tasks for CTF is a systematic study of all
low-lying charmonium states. This program, in particular, includes a precision measurement
of hadronic transitions between charmonium states with emission of one or two π mesons, η
meson, ψ, hc → 3γ decays, a photon spectrum in the reaction ψ → γX, whereX is a hadronic
state of light quarks, and direct measurement of the probabilities of ηc, χc0, χc1 → 2γ decays.

3. During recent years considerable progress has been achieved in studies of states above the
threshold ofD meson production. New statesX(3872), Z(3930), X(3940), Y (3940), Y (4260)
have been discovered (see reviews [6, 7] and references therein). There is serious evidence for
three more resonances: Y (4360) [8], Y (4660) [9], and Z+(4430) [10]. Note that a charged
charmonium state Z+(4430) obviously does not fit the two-quark model. Four new states
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with mass below 4 GeV have a positive C-parity and can be associated with excited cc̄
mesons, ηc(3S) and χcJ(2P ), although some properties of the X(3872) meson can hardly be
explained within the two-quark assumption. At CTF, for identification and study of χcJ(2P )
mesons one can use decays ψ(4040), ψ(4160), ψ(4415) → χcJ(2P )γ. To this end, consider-
able statistics should be accumulated at the ψ(4040), ψ(4160) and ψ(4415) resonances (see
Table 1.2). Probabilities of electric dipole transitions ψ → χcJ(2P )γ are predicted at the
10−3 level [11].

The Y (4260), Y (4360), Y (4660) states have quantum numbers 1−− and can be directly
produced in e+e− collisions. Typical cross sections of their production are about 50 pb. For
their detailed study a scan of the energy range 3.8 to 5.0 GeV with an integrated luminosity
of about 100 fb−1 is needed. Such a program can be realized at CTF only.

4. A relatively small width of the J/ψ resonance and a huge data sample provided by CTF
allow an observation of weak J/ψ decays. The total probability of weak decays of J/ψ via
a c → sW+ transition is (2–4)×10−8 [12]. Semileptonic J/ψ → D∗s lν, Dslν and hadronic
J/ψ → D+

s ρ
−, D∗+s π− modes have branching fractions of (3–4)·10−9 [12, 13] and can be

measured at CTF. In Standard Model (SM) decays with ∆S = 0 are suppressed. For
example, the branching fractions of J/ψ → D0ρ0 and J/ψ → D0π0 decays are predicted at
the level of 2× 10−11 and 0.6× 10−11 [13], respectively. This makes such decays sensitive to
effects of new physics not described by SM, in particular, to the existence of a flavor-changing
neutral current (a c→ u transition) [14].

Another type of weak processes (cc̄ → ss̄ with W boson exchange) results in decays vio-
lating C parity, such as, e.g., J/ψ → φφ. The expected branching fraction of this decay is
sufficiently high (∼ 10−8 [15]) for its observation at CTF.

5. A large sample of ψ meson decays allows a search for phenomena not described by SM, such
as violation of CP parity and lepton flavor conservation. Lepton flavor violation can be
observed in J/ψ → ll̄′ decays, where l, l′ = e, µ, τ . Branching fractions of such decays can
be related in a model-independent way to branching fractions of µ and τ decays to three
leptons [16]. From the limits B(µ→ ee+e−) < 10−12 [2] and B(τ → µe+e−) < 2.7×10−8 [17]
one obtains B(J/ψ → µe) < 2× 10−13 and B(J/ψ → τ l) < 6× 10−9. A limit on the decay
τ → µe+e− has been set with a data sample of 5 × 108 τ lepton pairs. Thus at CTF J/ψ
decays can be more sensitive to lepton flavor violation than those of τ leptons.

One of physical effects beyond SM is the existence of the non-zero electric dipole moment
(EDM) of quarks or leptons leading, in particular, to CP violation. J/ψ decays provide the best
opportunity to obtain information about the c-quark EDM. To search for CP violation one can
use three-body decays, e.g., J/ψ → γφφ. In this case, one can compose a CP odd combination
of momenta of final particles and an initial electron and determine a parameter describing CP
asymmetry which is proportional to EDM. With 1012 J/ψ mesons, using the J/ψ → γφφ decay one
can obtain a sensitivity to the c-quark EDM at the 10−15 e·cm level [18]. A two-body J/ψ → ΛΛ̄
decay, in which polarizations of final baryons can be measured from the Λ → pπ− decay, can be
also used for a search for CP violation. With 1012 J/ψ mesons, this decay can be used to set
a limit on the Λ-hyperon EDM at the 5 × 10−19 e·cm level [19], two orders of magnitude more
stringent than the existing limit.
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Figure 1.2: Spectrum of glueball masses [20].

1.3 Spectroscopy of states of light quarks
Charmonium states with a mass smaller than two D-meson masses decay into hadrons consisting
of light u, d and s quarks. Selecting special decay modes of cc̄ mesons one can select and study
states with practically any quantum numbers. Therefore, CTF is a unique laboratory to study
properties of mesons consisting of u, d, and s quarks with mass lighter than 3 GeV.

Of special interest is a search for bound states of two gluons, glueballs, and hybrid states,
qq̄g. With a ∼ 9% probability the J/ψ meson decays into γgg followed by hadronization of two
gluons. Thus, the J/ψ radiative decays are the best sources of glueball production. Lattice QCD
calculations [20, 21] predict that the lightest glueballs with the quantum numbers JPC = 0++,
2++, and 0−+ have masses smaller than 3 GeV. The glueball spectrum obtained in Ref. [20] is
shown in Fig. 1.2.

One of the characteristic features allowing to distinguish a glueball from a regular two-quark
meson is anomalously small two-photon width. Therefore, a search for glueballs in J/ψ decays
should be complemented by a study of two-photon meson production. (see section 1.8). Previous
searches for glueballs failed to give an unambiguous result. Most probably, glueballs are mixed with
two-quark mesons. To determine a glueball fraction in a meson, one should study in detail meson
properties in different processes and decay modes. For example, for a family of scalars (f0, a0,
K∗0), one should measure with high precision the processes J/ψ → f0γ, f0φ, f0ω, a0ρ, K

∗(892)K∗0 ,
and γγ → f0, a0 in different scalar decay modes f0, a0, K

∗
0 → PP, V P, V V, V γ, where V and P

9



Table 1.3: The maximum values of the e+e− → DD̄(∗) and e+e− → DsD̄
(∗)
s cross

sections [22, 23] and the energies where the cross sections are maximal.

D+D− D0D̄0 DD̄∗ D+
s D

−
s D+

s D
∗−
s

E, GeV 3.77 3.77 4.02 4.01 4.17

σ, nb 2.9 3.7 ∼6.7 ∼0.25 ∼0.9

are vector and pseudoscalar mesons, respectively. A gluon component will reveal itself as a ratio of
decay probabilities unusual for two-quark mesons and appearance of an extra f0 meson not fitting
the scheme of two-quark states. It is worth noting that in addition to gluonic and two-quark
states, QCD predicts existence of exotic four-quark mesons and molecular states of two mesons.
Existence of such states and their mixing with two-quark states makes even more complicated the
pattern of levels of scalar mesons. Detailed systematization of mesons requires very large data
samples of J/ψ decays and two-photon events that can be accumulated at CTF only.

A search for hybrid states is facilitated by the fact that such a state with a smallest mass
of 1.3–2.2 GeV/c2 should have exotic quantum numbers JPC = 1−+, impossible in the quark
model (see review [7] and references therein). At the present time there are two candidates for
the light-quark hybrid: π1(1400) and π1(1600). Properties of these states are badly investigated
and even their existence should be confirmed. The π1 states were observed primarily in diffractive
experiments π−N → π−1 N . CTF allows a study of completely different production mechanisms:
S-wave decay χc1 → ππ1 and P -wave decay J/ψ → ρπ1. One should study main decay modes
expected for a hybrid: ρπ, b1π, f1π, ηπ, η′π. It is expected that the lightest state of a hybrid
with non-exotic quantum numbers 0−+ is also in the mass region around 2 GeV. This state can
be searched for in the decay χc0 → ππ1 as well as in ψ meson decays.

1.4 Physics of D-mesons
In Table 1.3 the values of the D-meson production cross sections are listed. With the luminosity
distribution given in Table 1.1, about 109 pairs of charged and neutral D mesons, and about
2× 107 pairs of Ds mesons can be produced at CTF.

These numbers do not exceed the numbers of D mesons produced at existing B-factories at the
e+e− c.m. energy of 10.58 GeV. There are, however, crucial differences between D-meson events
at 10.58 and 3.77 GeV, which make low energy measurements preferable and allow to obtain more
precise results with lower statistics:

• The multiplicity of charged and neutral particles is about two times lower at ψ(3770) than
at Υ(4S).

• In contrast to Υ(4S), where D meson production is accompanied by many other particles,
at the threshold pure DD̄ events are produced. This allows to use additional kinematic
constraints for the event reconstruction. In particular, in events with leptonic or semileptonic
decay of one of the D mesons, the neutrino is reconstructed with the additional constraint
of zero missing mass. Use of the double-tag method, when one of the D mesons is fully
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Figure 1.3: The D-meson states and transitions between them.

reconstructed, while the other is studied, strongly reduces background and allows to perform
precise measurements of absolute decay probabilities.

• D and D̄ mesons are produced in a quantum-coherent state, for example, with JPC = 1−− in
the reaction e+e− → DD̄ or JPC = 0++ in the reaction e+e− → DD̄γ. The coherence allows
to use simple techniques for a study of DD̄ mixing, search for CP violation, measurement
of strong phases, and probabilities of decays to CP states.

At CTF a systematic study of D-meson properties will be performed.

1.4.1 Spectroscopy of D mesons

There are three types of charmed mesons: charged D± mesons with the quark structure (cd̄) or
(c̄d), neutral D0 and D̄0 mesons with the structure (cū) or (c̄u), and D±s mesons with the structure
(cs̄) or (c̄s). The classification if D-meson excited states is demonstrated in Fig. 1.3. From the six
states shown, the two lowest have L = 0, while the four others have L = 1. For the heavy-light
quark system, in the heavy-quark limit, the total angular momentum (jq) of the light quark is
a conserved quantum number. This leads to decomposition of the P -wave states (DJ) into two
multiplets with jq = 1/2 and jq = 3/2. The DJ states transit into the D and D∗ states with
π-meson emission. Mesons with jq = 3/2 decay in the D-wave and are therefore relatively narrow.
Such a classification is applicable to all three types of D mesons. The known low-lying states of
D and Ds mesons [2] are listed in Table 1.4. Experimental information about the DJ and DsJ

mesons is not complete. The quantum numbers for most of them are not established. Almost
no information exists about their decay modes. Moreover, the masses of the DsJ mesons lie well
below the predictions of the quark model [24]. To explain this discrepancy, the hypotheses, for
example, of six-quark or molecular DsJ structure are suggested. At CTF DJ and DsJ mesons
can be produced in the reactions e+e− → D∗0D̄

∗, D
(′)
1 D̄

(∗), D∗2D̄
(∗), which have thresholds in the

energy range of 4.3–4.7 GeV. The cross sections of these reactions are about 1 nb [25, 26]. So,
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Table 1.4: The parameters of D and Ds mesons. The masses and widths are
given in MeV.

Charge D D∗ D∗0 D′1 D1 D∗2

± M 1869.60± 0.16 2010.25± 0.14 2403± 38 2423.4± 3.1 2460.1+2.6
−3.5

Γ 1040± 7 fs 0.096± 0.022 283± 40 25± 6 37± 6

0 M 1864.83± 0.14 2006.96± 0.16 2318± 29 2427± 36 2422.0± 0.6 2462.8± 1.

Γ 410.1± 1.5 fs < 2.1 267± 40 384+130
−105 20.4± 1.7 42.9± 3.1

Charge Ds D∗s D∗s0 D′s1 Ds1 D∗s2

± M 1968.47± 0.33 2112.3± 0.5 2317.8± 0.6 2459.5± 0.6 2535.29± 0.20 2572.6± 0.9

Γ 500± 7 fs < 1.9 < 3.8 < 3.5 < 2.3 20± 5

the integrated luminosity of about 50 fb−1, collected in the 4.3–5.0 GeV energy range, will be
sufficient to perform a careful study of DJ and DsJ properties. Detailed measurement of exclusive
charm-production cross sections up to the 5–6 GeV will allow to observe production of the known
higher excited states, DsJ(2632) [27], DsJ(2708) [28], and DsJ(2860) [29], and find new states of
this family.

1.4.2 Charmed-meson decays

Charmed-meson decays are a unique source for studying the dynamics of strong interactions. CTF
allows to perform a detailed study of D and Ds decays including high precision measurements of
decay probabilities, Dalitz plot analyses for three-body decays, and analyses of four-body decay
distributions. It is expected that in close future many parameters extracted fromD andDs decays,
such as the decay constants, fD and fDs , and form factors of semileptonic decays, will be calculated
with high accuracy in the framework of the lattice QCD (LQCD). Precision measurements of D
decays will allow to control these calculations and extrapolate them to the B-meson region. As
a result, a significant decrease of the theoretical uncertainties in extracting the CKM matrix
elements Vcd, Vcs, Vtd, Vts, Vub and Vcb from the precision measurements of various B meson decays
is expected. For a precise measurement of the angle γ (φ3) of the unitarity triangle at a super-
B factory, neutral D-meson data are required, such as D0 − D̄0 mixing parameters, the ratio
of the amplitudes for D0 and D̄0 decays into K+π−, the strong phase difference between these
amplitudes, Dalitz distributions for the three-body hadronic decays, for example, into theKSπ

+π−

final state [30]. All these data can be obtained at CTF. Below, the current status of leptonic and
semileptonic D decays and CTF possibilities for their measurements are discussed in more detail.

In SM the width of a leptonic D decay is given by

Γ(D+ → l+ν) =
G2
F

8π
f 2
Dm

2
lMD

(
1− m2

l

M2
D

)2

|Vcd|2.

A similar formula with the substitution of Vcs for Vcd is used for a Ds leptonic decay. The data on
leptonic decays of the D and Ds mesons obtained by the CLEO Collaboration [31, 32] are listed
in Table 1.5. The probabilities of the decays D+(D+

s )→ e+ν are expected to be about 10−8(10−7)
and can hardly be measured even at CTF. The expected branching fraction for the D+ → τ+ν
(about 1.2× 10−3) is at the level of the CLEO upper limit.
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Table 1.5: The data on leptonic decays of the D and Ds mesons obtained by the
CLEO Collaboration.

D+ D+
s

e+νe < 8.8× 10−6 [31] < 1.2× 10−4 [32]

µ+νµ (3.82± 0.32± 0.09)× 10−4 [31] (5.65± 0.45± 0.17)× 10−3 [32]

τ+ντ < 1.2× 10−3 [31] (6.42± 0.81± 0.18)× 10−2 [32]

Table 1.6: The experimental values of the D and Ds decay constants [31, 32] in
comparison with the LQCD calculation [34].

Experiment Theory

fD, MeV 205.8± 8.5± 2.5 208± 4

fDs , MeV 259.5± 6.6± 3.1 241± 3

fDs/fD 1.26± 0.06± 0.02 1.162± 0.009

In SM the unitarity constraints allow to determine the CKM matrix elements Vcd and Vcs from
experimental data with high precision: |Vcd| = 0.2251(8), |Vcs| = 0.9735(2) [33]. Therefore, the
measured leptonic decay branching fractions can be used to extract the decay constants and their
ratio. The experimental values of these parameters obtained using CLEO data from Table 1.5 are
listed in Table 1.6.

In the second column of Table 1.6 the results of the most accurate-to-date LQCD calcula-
tion [34] are listed. It is seen that the claimed accuracy of the theoretical calculations has reached
1–2%. The measured value of fD agrees with the result of the calculation, whereas the difference
between the measurement and the LQCD calculation for fDs is 2.3 standard deviations. It is ob-
vious that an independent confirmation of the theoretical calculations [34] is required. Since SM
relations are used for the extraction of the decay constants, the difference between the experiment
and the SM calculation can indicate the presence of contributions beyond the Standard Model
(BSM). An additional SM test in this case might be the lepton universality test, i.e., comparison
of the Ds decay widths into the τν and µν final states. The current experimental value of this
ratio 11.4± 1.7 [32] is consistent with the theoretical value 9.76.

At CTF the expected statistics of D and Ds mesons are about three orders of magnitude larger
than in the CLEO experiment. This will allow to measure the decay constants with an accuracy not
worse than 0.5%. The same accuracy will be achieved in the near future in theoretical calculations.

The total branching fractions of the semileptonic D decays measured by CLEO are B(D0 →
Xe+νe) = (6.46±0.17±0.13)%, B(D+ → Xe+νe) = (16.13±0.20±0.33)% [35]. For Ds the same
branching fraction is measured with a poor accuracy and is about 8%. One of the goals of CTF is
a high-statistics study of exclusive semileptonic decay modes, including Dalitz plot analyses, and
extraction of the form factors describing the hadronization of the primary quarks produced in D
decays.

The best studied are semileptonic D decays into π and K mesons. These decays are described
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well with a single form factor. For example, the width for the D → Keν decay is proportional to

dΓ(q2)

dq2
∝ |f+(q2)|2|Vcs|2,

where q is the difference of the D and K four-momenta. From measurements, the q2 dependence
of the form factor and the product f+(0)|Vcs| are extracted. The value of the form factor f+(0)
can be calculated theoretically, for example, in the framework of LQCD. The current accuracy of
these calculations is about 10%. The theoretical values of the form factors, fπ+(0) = 0.64(3)(6) and
fK+ (0) = 0.73(3)(7) [36], are consistent with experimental values. The most precise measurement
of the form factors was performed by the CLEO Collaboration [37]: fπ+(0) = 0.666(19)(5), fK+ (0) =
0.739(7)(5). To obtain these experimental values, the elements of the CKM matrix satisfying the
unitarity condition [2] are used. It is expected that the accuracy of theoretical calculations of
the form factors will improve to a 1% level. In this case the semileptonic decays can be used for
measurements of Vcs and Vcd and to test the unitarity relation.

Other semileptonic D and Ds decay modes, excluding D → K∗`ν, are measured with low
accuracy. For their detailed study, large statistics are needed which can be collected only at
CTF. For example, an integrated luminosity of 100 fb−1 is required to measure the D → ρeν
branching fraction with a 0.5% accuracy, and ten times more statistics are needed for the precise
measurement of three form factors describing this decay.

1.4.3 D0–D̄0 Mixing

One of the main goals of the CTF is a study of D0–D̄0 mixing. The transitions D0 ⇔ D̄0 are a
result of the interaction which changes the internal quantum number charm by ∆C = 2. Due to
these transitions of D mesons, the eigenstates of the mass matrix are the following:

|D1〉 =
1√

|p|2 + |q|2
(p|D0〉+ q|D̄0〉),

|D2〉 =
1√

|p|2 + |q|2
(p|D0〉 − q|D̄0〉).

In case of the CP -invariant interaction p = q and the eigenstates |D1〉 and |D2〉 have a definite
internal CP -parity. As a rule, two non-dimensional parameters are used for a description of
mixing:

x ≡ ∆m

Γ
, y ≡ ∆Γ

2Γ
,

where ∆m and ∆Γ are the differences of masses and widths of the |D2〉 and |D1〉 states and Γ is
the average width of a D0 meson. In SM the values of these parameters result from long-distance
interactions (due to intermediate-meson transitions) and, therefore, predictions for their values
have poor precision [38]. It is predicted that x and y can reach the values of ∼ 0.01. The most
precise data for D-meson mixing were obtained in B-factory experiments. Averaging the current
data, which was done by HFAG [39] under the assumption of CP -invariance, gives the following
results:

x = 0.0100+0.0024
−0.0026, y = 0.0076+0.0017

−0.0018.

In CTF experiments, D0 and D̄0 mesons will be produced in a coherent state with the odd
C-parity in the process e+e− → D0D̄0(nπ0) and the even one in the process e+e− → D0D̄0γ(nπ0).
This can be used for a measurement of mixing. In case of a symmetric CTF (the energies of
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Table 1.7: The ratios of decay probabilities of the D0D̄0 state to various final
states. Only leading-order terms in a power series expansion in r2

f , x
and y are given.

C = −1 C = +1

(1/4) · (ΓlS+ΓS−/ΓlS−ΓS+ − ΓlS−ΓS+/ΓlS+ΓS−) y −y
(Γfl−/4Γf ) · (ΓS−/ΓlS− − ΓS+/ΓlS+) y −y
(Γff̄/4Γf ) · (ΓS−/Γf̄S− − ΓS+/Γf̄S+

) y + rfzf −(y + rfzf )

(ΓfΓS+S−/4) · (1/ΓfS−ΓS+ − 1/ΓfS+ΓS−) y + rfzf 0

(Γf̄/2) · (ΓS+S+/Γf̄S+
ΓS+ − ΓS−S−/Γf̄S−ΓS−) 0 y + rfzf

Γff/Γff̄ RM 2r2
f + rf (zfy − wfx)

Γfl+/Γfl− r2
f r2

f + rf (zfy − wfx)

Γl±l±/Γl+l− RM 3RM

colliding electrons and positrons are equal), a study of time evolution of the D0D̄0 system is not
possible due to a small lifetime of theD-mesons. Therefore, time integrated values will be analyzed
below. The decays to the following final states will be considered as suggested in Ref. [40]:

• Hadron final states f and f̄ which do not have a definite CP -parity, for example, K−π+,
which is a Cabibbo-favored (CF) decay of D0, or doubly Cabibbo suppressed (DCF) decay
of D̄0;

• Semileptonic and leptonic final states, l+ and l−, which, without mixing, uniquely determine
the flavor of a D0-meson;

• The states which are eigenstates of CP parity, S+ and S−.

Under the assumption of CP invariance, the probability of producing two D0 mesons in various
combinations in the final state depends on the following parameters: x, y, the amplitudes Af =
〈f |D0〉, Al = 〈l+|D0〉, AS± = 〈S±|D0〉, the absolute value and phase of the ratio for the DCF
and CF amplitudes rfe−δf = −〈f |D̄0〉/〈f |D0〉. One can also determine the following parameters:
RM ≡ (x2 + y2)/2, zf ≡ 2 cos δf , wf ≡ 2 sin δf . The ratios of decay probabilities of the D0D̄0

system to various final states are shown in Table 1.7. Γjk means D0 decay to the j state and D̄0

to the k state. Γj means D0 decay to the j state and D̄0 to any final state.
As shown in the Table 1.7, evidence of events D0D̄0 → (K−π+)(K−π+) and D0D̄0 →

(K−e+νe)(K
−e+νe) in ψ(3770) decays is possible via mixing only. For 109 D0D̄0 events and

for RM = 0.8× 10−4 obtained using the measured x and y values, it is expected to detect about
150 of these events. Results of Ref. [40] were used for estimation of the detection efficiency which
corresponds to CLEO performance. Thus, a statistical sensitivity for a measurement of RM using
these two decays only is about 5 × 10−6. A systematic uncertainty will mainly depend on the
quality of particle identification.

The probabilities of inclusive D0D̄0 decays to the S±X final states are proportional to (1 ∓
y) [40]. This allows to measure a y parameter. For double ratios shown in the first and second rows
of Table 1.7, the substantial part of systematic errors, which originates from data-MC simulation
difference in track reconstruction and particle identification, cancels. A statistical precision of y
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determined from the ratio (1/4) · (ΓlS+ΓS−/ΓlS−ΓS+ − ΓlS−ΓS+/ΓlS+ΓS−) was estimated in [41] to
be 26/

√
NDD, where NDD is the number of produced D0D̄0 pairs. For NDD = 109 it equals 0.0008,

i.e., 2.5 times better than the current experimental precision.
The value of the strong phase δf in the K−π+ final state, which is important, for example, for

a measurement of D0D̄0 mixing at B-factories, can be measured using the relations listed in the
third and fourth rows of Table 1.7. The expected statistical precision for a measurement of cos δf
is estimated as 444/

√
NDD = 0.014 [41], that corresponds to a precision of 0.05 for δf . At the

present time the average value of this parameter is 0.39+0.17
−0.18.

Measurements, which can be performed with the D0D̄0 system in the C-even state, have the
best sensitivity for y. For a measurement of y with a precision of 0.0008 from the ratio Γfl+/Γfl− ,
3 × 108 D0D̄0 pairs are required. This number of C-even D0D̄0 pairs can be produced in the
process e+e− → D0D̄∗0 → D0D̄0γ with an integrated luminosity of 250 fb−1 collected at an
energy of 4.02 GeV. This measurement is also sensitive to the parameter x. However, as it is
shown in Table 1.7, a sensitivity to x is worse than for y due to δf infinitesimality. As it was
shown in a recent paper [42], this problem can be successfully solved in case of a three-particle
decay of D0, for example, to KSπ

+π− or K+π−π0. An important feature of the suggested method
is that for the C-odd D0D̄0 state all effects of mixing, which have impact on the density of events
on the Dalitz plot, cancel in the first order of x and y. In the case of the C-even one, the effects
of mixing are doubled compared to a non-coherent D0 decay. Thus, in this experiment there is a
possibility to measure x and y by a direct comparison of the distribution of events on the Dalitz
plot for the C even and odd D0D̄0 states. As it was shown in Ref. [42], statistical errors for x
and y are approximately equal. It is expected that many systematic errors in this measurement
will cancel because the states with opposite charge parity will be produced simultaneously and in
similar kinematic states during data taking. Furthermore, unlike other methods described above,
this method does not require measuring absolute probabilities of D0 decays. It can be estimated
that for an integrated luminosity of about 1 ab−1, a precision of measuring mixing parameters will
be not worse than at the Super B-factory for an integrated luminosity of 10 ab−1 [43].

1.4.4 Search for CP violation

A search for CP violation in D decays is one of the most interesting experiments to be performed
at CTF. The Standard Model predicts a very small CP asymmetry in reactions with charmed
particles. The maximum effect of about 10−3 is expected in the Cabibbo-suppressed (CS) D
decays [38]. An observation of a CP asymmetry in CF and DCS decays at any level or an
asymmetry higher than 10−3 in CS decays will clearly indicate the presence of new BSM physics.
The exceptions are the decays to the final states containing KS or KL, for example, D → KSπ, in
which the CP asymmetry arises from the fact that a KS meson is not a CP eigenstate. For the
decay D± → KSπ

±, a CP asymmetry is predicted with a relatively high accuracy, (3.32± 0.06)×
10−3 [38].

We can distinguish three types of CP violation:

• The direct CP violation in ∆C = 1 transitions reveals itself as a inequality of the amplitude
of D meson decay (Af ) and the corresponding CP -conjugate amplitude (Āf̄ ). CP violation
can be observed when the decay amplitude is a sum of two amplitudes with different weak
and strong phases:

Af = |A1|ei(δ1+φ1) + |A2|ei(δ2+φ2).

The weak phase changes its sign under the CP transformation (φi → −φi), while the strong
phase δi does not.
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Table 1.8: The current values of the CP asymmetry measured in D decays.

D0 → K−π+ 0.005± 0.004± 0.009 [44]

D0 → KSπ
0 +0.001± 0.013 [45] D+ → KSπ

+ −0.013± 0.007± 0.003 [44]

D0 → K+K− −0.0017± 0.0031 [2]

D0 → KSKS −0.23± 0.19 [45] D+ → KSK
+ −0.002± 0.015± 0.009 [44]

D0 → π+π− 0.002± 0.004 [2]

D0 → π0π0 +0.001± 0.048 [45]

D0 → K−π+π0 +0.002± 0.004± 0.008 [22] D+ → K−π+π+ −0.005± 0.004± 0.009 [22]

D0 → KSπ
+π− −0.009± 0.021+0.016

−0.057 [46] D+ → KSπ
+π0 +0.003± 0.009± 0.003 [22]

D0 → K+K−π0 −0.0100± 0.0167± 0.0025 [47] D+ → K+K−π+ +0.003± 0.006 [2]

D0 → π+π−π0 +0.0031± 0.0041± 0.0017 [47] D+ → π+π−π+ −0.017± 0.042 [48]

D0 → K−π+π+π− +0.007± 0.005± 0.009 [22] D+ → K−π+π+π0 +0.010± 0.009± 0.009 [22]

D0 → K+π−π+π− −0.018± 0.044 [49] D+ → KSπ
+π+π− +0.001± 0.011± 0.006 [22]

D0 → K+K−π+π− −0.082± 0.056± 0.047 [50] D+ → KSK
+π+π− +0.001± 0.011± 0.006 [50]

• CP violation in D0–D̄0 mixing due to ∆C = 2 transitions reveals itself in a deviation of the
ratio Rm = |p/q| from unity.

• In decays of neutral D mesons CP violation can be observed in the interference of decays
with mixing (D0 → D̄0 → f) and without it (D0 → f). This type of CP violation is
described by the parameter

ϕ = arg λf = arg

(
q

p

Āf
Af

)
.

CP violation in mixing leads to the difference between the widths of semileptonic decays with
a wrong sign of the decay lepton Γ(D̄0 → l+X) 6= Γ(D0 → l−X). For example, in ψ(3770) decays
the following asymmetry can be measured

ASL =
Γl+l+ − Γl−l−

Γl+l+ + Γl−l−
=

1− |q/p|4

1 + |q/p|4
.

For 109 D0D̄0 pairs, about 60 (K±e∓ν)(K±e∓ν) events are expected to be produced. With these
statistics, the |q/p| ratio will be determined with about 6% accuracy. The current value of the
parameter |q/p| is 0.86+0.17

−0.15.
Direct CP violation can be observed as a difference between the decay widths for charged D

mesons:
ACP± =

Γ(D− → f−)− Γ(D+ → f+)

Γ(D− → f−) + Γ(D+ → f+)
.

For neutral D mesons, all three types of CP violation contribute to the same asymmetry param-
eter. The current values of the CP asymmetry measured in D decays are listed in Table 1.8.

In Ref. [22] the CP asymmetries were measured by the CLEO detector using a data sample of
106 D+D− pairs. At CTF, for many decays the statistical error of asymmetry can be decreased to a
level of 10−3-10−4. The systematic error is dominated by uncertainties in track reconstruction and
particle identification. The reconstruction and identification efficiencies are different for pions and
kaons of different charges and are usually not reproduced in simulation with sufficient accuracy. At
CTF a level of 10−3 for the systematic uncertainty seems achievable. For example, in the BABAR
and Belle measurements of the asymmetries for the decays D0/D̄0 → K+K−, π+π− [51, 52], the
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systematic uncertainty due to a difference in the detection efficiency for π+ and π− mesons used
for D tagging was decreased to the 10−3 level. The thickness of material before and inside the
tracking system of the CTF detector should be minimized to reduce the systematic uncertainty
for charge asymmetry measurements.

The CP asymmetry in decays of neutral D mesons can be represented as a sum of three terms.
For example, for the decay into the CP eigenstate ηCPf = ±1 [53]

ACPf = adf + amf + aif ,

amf = −ηCPf
y

2
(Rm −R−1

m ) cosϕ,

aif = ηCPf
x

2
(Rm +R−1

m ) sinϕ,

where adf is a CP asymmetry in the decay, ϕ is a relative weak phase between the amplitudes for
the decays D0 → f and D0 → D̄0 → f . The magnitude of the second term amf is determined
mainly by CP violation in mixing. The third term aif is dominated by CP violation in the
interference. The mixing leads to a difference in the time dependencies of the D0 and D̄0 decay
probabilities. This allows to localize and measure the contribution of the second and third terms.
In experiments at B-factories [54, 55] the value

δY = amf + aif = (−0.12± 0.25)× 10−2

was obtained for the final states K+K− and π+π−. The formula given above is valid for incoherent
production of D0 and D̄0 mesons. At CTF such an asymmetry will be studied for decays of D0

mesons produced in the reaction e+e− → D∗−D+ → π−D0D+. For coherent D0D̄0 production,
the formula for ACP is modified and becomes dependent on the decay used for tagging. This
makes it possible to separate various contributions to the CP asymmetry without studying their
time dependence. For example, the reaction D0D̄0 → f1f2, where f1 and f2 are the states with
the same CP parity, is forbidden at the ψ(3770) resonance if CP is conserved. The probability of
the decay is described by the following formula [56]:

Γf1f2 =
1

2R2
m

[
(2 + x2 − y2)|λf1 − λf2 |2 + (x2 + y2)|1− λf1λf2|2

]
Γf1Γf2 .

Since the terms corresponding to the contribution of mixing are proportional to the squares of x
and y, the difference between direct CP violation for decays D0 → f1 and D0 → f2 is measured
in this reaction.

At CTF with 109 D0D̄0 pairs the sensitivity level of 10−3 can be reached for the asymmetry
difference between, for example, the K+K− and π+π− final states. A similar measurement can be
performed using the reaction e+e− → D∗0D̄0 → γD0D̄0. In this case the difference between CP
asymmetries for states with opposite CP parities is measured.

Another example is a measurement of the asymmetry

ACPfl =
Γ(l−X, f)− Γ(l+X, f)

Γ(l−X, f) + Γ(l+X, f)
.

Here one D meson decays semileptonically, while the other to a CP eigenstate. Neglecting direct
CP violation [57]

ACPfl = (1 + η)(amf + aif ),
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where η is the C parity of the D0D̄0 pair. It is seen that at η = −1, i.e., in ψ(3770) decays,
mixing does not contribute to the measured asymmetry, while for η = 1, i.e., in the reaction
e+e− → D∗0D̄o → γD0D̄0 the mixing contribution to the asymmetry is two times larger than
that for D0 mesons produced incoherently. Measurements performed in these two reactions allow
to separate the contributions of direct and indirect mixing.

There are other powerful methods to search for CP violation. In Ref. [58] it is proposed to use
the difference between the probabilities of decays of untagged D0 mesons to the charge-conjugate
states, for example, K−π+ and K+π−, to extract the parameter sinϕ. The Dalitz analysis of
three-body decays allows to measure CP asymmetries for different resonant intermediate states
(see, for example, the results of Ref. [59]). An interference between the CP -conserving and CP
violating amplitudes in the Dalitz-plot distributions can increase the sensitivity of a search for CP
violation. In the four-body decays, a search for CP violation can use T -odd moments [60] or triple
products of momenta [61]. Using these methods at CTF, one can measure the CP asymmetry in
D decays with an accuracy of about 10−3 for both direct and indirect mechanisms of CP violation.

1.4.5 D-meson rare decays

Rare decays of D mesons are a tool for a search for new physics beyond the Standard Model [62].
The rare D decays most suitable for this purpose are:

1. flavor-changing neutral current (FCNC) decays via the weak neutral current, providing the
transition between c and u quarks,

2. lepton-flavor-violating (LFV) decays,

3. lepton-number-violating (LV) decays.

Two latter types of decays are forbidden in the Standard Model. In SM decays via a c→ u tran-
sition are described by loop diagrams and are strongly suppressed. For example, the probabilities
for the c→ ul+l− and c→ uγ transitions are estimated to be of the order 10−8. For specific exclu-
sive D decays, however, the contributions of large-distance dynamics should be taken into account.
For example, the dominant contribution to the decay D+ → π+l+l− comes from the transition
via the intermediate π+φ state followed by the decay φ → l+l−. As a result, the D → Xγ and
D → Xl+l− branching fractions, where X is a hadronic state, increase up to 10−5–10−6. Two of
such decays have been measured and have the values of the branching fractions consistent with SM:
B(D0 → φγ) = (2.4+0.7

−0.6)×10−5 [63] and B(D+ → π+φ→ π+µ+µ−) = (1.8±0.5±0.6)×10−6 [64].
Due to the large-distance contributions, which are difficult to calculate accurately in the frame-

work of SM, decays like D → Xγ become weakly sensitive to new physics effects. But even for
these decays, observables having some “new physics” sensitivity can be found. For example, in
Ref. [65] it is proposed to measure the difference R = B(D0 → ρ0γ)/B(D0 → ωγ) − 1, which is
estimated to be (6±15)% in SM. In the Minimal Supersymmetric Standard Model (MSSM), with
some choice of model parameters the probability of the transition c→ uγ can reach 6× 10−6 and
the value of R can be of the order 1 [65].

In decays D → Xl+l− one can analyze the spectrum of the lepton-pair invariant mass and
select mass regions sensitive to the small-distance contributions. In Fig.1.4 taken from Ref. [66]
the lepton invariant mass spectra are shown for the decays D+ → π+e+e− and D0 → ρ0e+e−

in SM and MSSM. Restrictions on the MSSM parameters can be obtained with a sensitivity to
the decay at the level of 10−6. The predictions for decays D → Xl+l− obtained in different SM
extensions can be found in Refs. [62, 66, 67].
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Figure 1.4: The spectra of the lepton-pair invariant mass for the decays D+ →
π+e+e− (left) and D0 → ρ0e+e− (right). The solid curve represents
the SM prediction, while the dashed curves indicate the MSSM pre-
dictions for different sets of model parameters.

Table 1.9: The experimental upper limits on the rare D and Ds decays in units
of 10−6.

D0 → γγ 26 [68] D+ → π+e+e− 7.4 [71]

D0 → e+e− 1.2 [69] D+ → π+µ+µ− 3.9 [64]

D0 → µ+µ− 1.3 [69] D+ → π+e+µ− 10.8 [72]

D0 → µ+e− 0.81 [69] D+ → ρ+µ+µ− 560 [73]

D0 → π0e+e− 45 [70]

D0 → ρ0e+e− 100 [70] D+
s → K+e+e− 6.6 [72]

D0 → π0e+µ− 86 [70] D+
s → K+µ+µ− 25.4 [72]

D0 → ρ0e+µ− 49 [70] D+
s → K+e+µ− 3.6 [72]

Another class of decays with the c→ u transition includes decays of a neutral D meson into the
lepton or photon pair. SM predicts B(D0 → γγ) ' 3.5× 10−8 and B(D0 → µ+µ−) ∼ 10−12 [66].
The D0 → µ+µ− branching fraction can reach 3.5×10−6 in supersymmetric models with R-parity
violation. These models give also large values for the branching fractions of the following LFV
decays: B(D0 → µ+e−) < 10−6, B(D+ → π+µ+e−) < 3× 10−5, B(D0 → ρ0µ+e−) < 1.4× 10−5.

In Table 1.9 the current upper limits on the rare D and Ds decays are listed. At CTF a
sensitivity of 10−8 to rare D decays can be reached.

1.5 Charmed baryons
Charmed baryons, which can be produced at CTF in the reaction e+e− → BcB̄c, consist of two
light quarks (u, d, s) and a heavy c quark. A pair of light quarks forms two SU(3) multiplets:
the antisymmetric antitriplet and the symmetric sextet. In S-wave low-lying baryons, the flavor
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Table 1.10: Parameters of the S-wave charmed baryons [2]

Structure JP Mass, MeV Width,MeV Decay

Λ+
c udc (1/2)+ 2286.46± 0.14 (200± 6) fs weak

Ξ+
c usc (1/2)+ 2467.8+0.4

−0.6 (442± 26) fs weak

Ξ0
c dsc (1/2)+ 2470.88+0.34

−0.8 112+13
−10 fs weak

Σ++
c uuc (1/2)+ 2454.02± 0.18 2.23± 0.30 Λ+

c π
+

Σ+
c udc (1/2)+ 2452.9± 0.4 < 4.6 Λ+

c π
0

Σ0
c ddc (1/2)+ 2453.76± 0.18 2.2± 0.4 Λ+

c π
−

Ξ′+c usc (1/2)+ 2575.6± 3.1 — Ξ+
c γ

Ξ′0c dsc (1/2)+ 2577.9± 2.9 — Ξ0
cγ

Ω0
c ssc (1/2)+ 2695.2± 1.7 (69± 12) fs weak

Σ∗++
c uuc (3/2)+ 2518.4± 0.6 14.9± 1.9 Λ+

c π
+

Σ∗+c udc (3/2)+ 2517.5± 2.3 < 17 Λ+
c π

0

Σ∗0c ddc (3/2)+ 2518.0± 0.5 16.1± 2.1 Λ+
c π
−

Ξ∗+c usc (3/2)+ 2645.9+0.5
−0.6 < 3.1 Ξcπ

Ξ∗0c dsc (3/2)+ 2645.9± 0.5 < 5.5 Ξcπ

Ω∗0c ssc (3/2)+ 2765.9± 2.0 — Ω0
cγ

symmetry and spin are related to each other: the total spin of light quarks is equal to 0 for the
antitriplet and 1 for the sextet. In combination with the c quark, the antitriplet produces three
states with spin 1/2 (Λ+

c , Ξ+
c , Ξ0

c), while the sextet gives six states with spin 1/2 (Σ++,+,0
c , Ξ′+c ,

Ξ′0c , Ω0
c) and six states with spin 3/2 (Σ∗++,+,0

c , Ξ∗+c , Ξ∗0c , Ω∗0c ). All 15 S-wave charmed baryons
have been observed. Their parameters are listed in Table 1.10.

Many excited charmed baryons are expected. In particular, the quark model predicts 63 P -
wave states [74]. Sixteen of the excited states with masses in the range from 2.6 to 3.1 GeV have
been observed [2, 75].

In recent years physics of charmed baryons has been studied mainly at B-factories. In spite
of the large number of produced charmed baryons (B factories produced about 107 Λc), their
properties are rather badly known. There is practically no experimental information about the
quantum numbers of baryons and absolute branching fractions of their decays. The potential
of CTF in a study of charmed baryons depends strongly on the cross sections for the reactions
e+e− → BcB̄c. For the reaction e+e− → ΛcΛ̄c the cross section was measured by Belle [76]. The
cross section is maximal at the energy about 4.65 GeV. The maximal value is about 0.5 nb. Such
a large cross section value can be explained by a possible presence of a cc̄ resonance near the ΛcΛ̄c

threshold. With an integrated luminosity of 200 fb−1 CTF will produce 108 ΛcΛ̄c pairs. This
will allow to perform a detailed study of Λc properties with the use of the double-tag method.
For other charmed baryons the experimental data on the reactions e+e− → BcB̄c are absent.
Without a resonance enhancement the expected cross section does not exceed 10 pb. The physics
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program for baryons depends on the maximum energy of CTF. The most interesting physics task
is a detailed study of weak decays of the charmed baryons Λ+

c (2286), Ξ+
c (2468), Ξ0

c(2471), and
Ω0
c(2698). The required maximum energies of the factory are 4.7, 5.1 and 5.5 GeV.

1.6 τ lepton physics
At CTF τ leptons are produced in the process e+e− → τ+τ−. Its cross section grows fast from
0.1 nb near threshold of τ+τ− production (2E = 3.55 GeV) to 2.5 nb near threshold of D meson
production (2E ≈ 3.7 GeV) and reaches its maximum of 3.5 nb at 2E = 4.25 GeV. During the
CTF operation about 1010 pairs of τ leptons will be produced, an order of magnitude larger than
at B factories, but smaller than statistics expected at Super B factories (about 5× 1010).

One should note that the existing accuracy of many τ lepton parameters, e.g., its decay widths,
is currently limited by systematic effects. For precise measurements of decay probabilities and
hadronic spectral functions, a dedicated near-threshold run is planned. At threshold τ leptons
are produced at rest allowing to suppress background by applying an additional condition on
kinematics of hadronic decays: 2mτEhad = m2

τ + m2
had, where Ehad and mhad are energy and

invariant mass of the hadronic system. Use of this condition allows to select τ events with the
tagging method. The remaining background can be measured running below threshold of τ lepton
production. With an integrated luminosity of 1 ab−1 collected near the τ + τ− threshold about
108 τ lepton pairs will be produced.

Spectral functions measured in hadronic decays of the τ can be used to determine the strong
interaction constant αs [77] (see also Ref. [78]). Data from hadronic decays with ∆S = 1 are used
to determine the mass of the s-quark ms and the CKM matrix element Vus [79]. Potentially τ
lepton decays provide a source for the most precise measurements of αs, ms and Vus.

A high precision measurement of the probabilities of leptonic decays as well as decays τ+ →
π+ντ and τ+ → K+ντ will result in a significant improvement of lepton universality tests in the
charged lepton sector.

For precision tests of SM and lepton universality, knowledge of the τ lepton mass is manda-
tory. The most precise method of τ lepton mass determination is a measurement of the energy
dependence of the cross section for the process e+e− → τ+τ− near threshold. Such measurements
require high-precision energy calibration of the collider using resonance depolarization or back
Compton scattering.

An important test of SM is a study of the Lorentz structure of the amplitude for the τ → lνlντ
decay. A near-threshold measurement will allow a determination of the lepton energy spectrum in
this decay without background. The spectrum is parametrized using four Michel parameters [80],
two of which require knowledge of τ lepton polarization. The polarization degree can be measured
via the decay of the second τ , e.g., via the decay τ → ρν. A longitudinal polarization of initial
beams would allow a more efficient usage of the collected data samples and minimize a systematic
uncertainty of polarization-dependent parameters.

LFV decays of τ lepton, such as τ → lγ, τ → lll(′) or τ → lh, where l, l′ — electron or muon,
and h is a hadronic system, are sensitive to effects of New Physics. Different models beyond
SM predict probabilities of these decays at the level of 10−7–10−10 (see, for example, Ref. [81]).
Experimental upper limits on the probabilities of LFV decays achieved at the B factories are in
the range 10−7 to 2 × 10−8 [2] and already constrain the space of parameters of some models.
For most of the decays, a much higher sensitivity is expected in future experiments at super-B
factories. However, for some decays in which an upper limit on the decay probability is determined
by background, the CTF sensitivity can be higher than at super-B factories. This is, in particular,
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true for τ → µγ decay, very important in a search for New Physics. At B factories an upper limit
for the probability of this decay is determined by the background from the process e+e− → τ+τ−γ,
not significant at CTF.

CP violation in the quark sector does not explain the observed baryon asymmetry of the
universe. Therefore, it is reasonable to search for it in the lepton sector, in particular, in τ
lepton decays. CP violation can be observed in hadronic τ decays, provided that there are
two interfering amplitudes with different strong and weak phases. Under CP transformation,
eiδw+iδs is transformed into e−iδw+iδs , where δw and δs are relative strong and weak phases of
two amplitudes. This results, for example, in the non-equality of the widths of CP conjugate
decays. The asymmetry ACP = (Γ(τ+ → f+) − Γ(τ− → f−))/(Γ(τ+ → f+) + Γ(τ− → f−)) is
proportional to sin δs sin δw. In SM τ lepton decays are described by a single amplitude with a
W boson exchange. Therefore, observation of CP asymmetry would be an explicit indication of
physics beyond SM. An only exception is τ → πKS(L)ντ decay, in which the CP asymmetry at the
level of 3× 10−3 [82] arises in SM because of CP violation in kaons. Suggestions for using various
decays for CP violation are considered in Refs. [83, 84, 85, 86, 87, 88]. The most promising decays
are τ → Kπ0ντ , τ → ρπντ , τ → ωπντ , τ → a1πντ . In addition to measuring the asymmetry in the
decay width, ACP defined above, it is also suggested to use a so called modified asymmetry, when
experimental differential distributions of the final hadrons are integrated with a specially selected
kernel over a limited range of phase space, and an asymmetry in the triple product σ · (p1 × p2),
where σ, p1, p2 are a τ polarization vector and momenta of two final hadrons, respectively. It
is worth noting that the asymmetry in the triple product is proportional to cos δs sin δw, i.e., a
non-zero difference of the strong phases is not needed for its observation.

A search for CP violation was performed in the CLEO experiment using 107 τ -lepton pairs
for τ± → π±π0ν [89] and τ± → KSπ

±ν [90] decays. One can expect an increase of sensitivity
after analysis of the data samples accumulated at the B factories and later at super-B factories
and CTF. Longitudinal polarization of the initial beams will significantly increase sensitivity in
searches for CP violation in τ lepton decays.

1.7 Measurement of e+e− → hadrons
The c.m. energy range from 3 to 6 GeV is almost asymptotic for u-, d-, and s quarks. There are
no resonances made of light quarks here, but for the c quark the resonance region starts just in
this energy range. Only after 5 GeV the cross section of the process e+e− → cc̄ starts reaching
asymptotics. To reach a 1% accuracy in the cross section we need a detailed scan with a step of a
few MeV and an integrated luminosity of 10 pb−1 per point or about 10 fb−1 in total in the whole
energy range.

Below 3 GeV such an accuracy for the total cross section can be reached using ISR. Since in
this energy range the number of possible final states in the process e+e− → hadrons is relatively
small, the total cross section can be determined as a sum of cross sections for different exclusive
channels. This method has been tried in the BABAR experiment [91].

In addition, CTF will be able to provide high luminosity also below 3 GeV, in the c.m. energy
range from 2 to 3 GeV. Among physical tasks is a measurement of various exclusive cross sections
and intermediate mechanisms for final states of light quarks and spectrometry of the ρ, ω and
φ excitations. Besides that running at the threshold of a baryon-antibaryon pair production in
a polarized mode of CTF will allow a study of the baryon form factors near threshold including
a unique chance of doing that for polarized baryons. Particular important is an opportunity to
obtain polarized antineutrons and antiprotons, and measure a polarization part of the cross section
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of their annihilation.
For spectrometry of charm, an important task for CTF is to measure exclusive cross sections

for production of charmed mesons and baryons.

1.8 Two-photon physics
Today two-photon physics is an important sector of particle physics. In principle, it is physics
for photon colliders extensively discussed now. However, e+e− colliders as a source of two-photon
collisions have one important advantage, one or two of the virtual colliding photons can be strongly
off-shell. This provides additional possibilities compared to the collisions of real photons.

Physical tasks first of all include a study of C-even resonances consisting of both light and
charm quarks with quantum numbers JPC = 0++, 0−+, 2−+, 2++. When one of the photons
is strongly off shell, particles with J = 1 can also be produced, including those with exotic
quantum numbers JPC = 1−+. High luminosity of CTF will allow not only a determination of
the two-photon widths of the resonances, but also a study of their rare decay modes. A separate
problem also requiring high luminosity is a measurement of transition form factors in the processes
γ∗ → γM and γ∗ → γ∗M , where M is a C-even resonance.

Note also the importance of measuring the total cross sections of γγ → hadrons as well as
the cross sections of separate channels like γγ → ρρ, pp̄, φφ, f0f0 etc. CTF gives a chance for
measuring cross sections with accuracy of about 1%.

In such studies, to suppress a background from e+e− annihilation into hadrons, one needs a
high hermeticity of the detector as well as a low-angle tagger to detect scattered electrons.

1.9 Conclusions
An important difference of CTF compared to the existing B factories at SLAC and KEK and the
φ factory at Frascati is its ability to run in the broad energy range whereas the colliders mentioned
above run basically at a single c.m. energy. This complicates the experimental facilities, both a
collider and a detector, but of course makes much broader a physical program.

And one more rather general conclusion. In the discussed energy range a predictive power of the
existing theory is rather limited. Our recent experience shows that some particles, e.g., Y (4260)
or X(2150), were discovered accidentally and their interpretation is still unclear. Therefore, an
experimental study is still most important and one can hope that CTF will help to solve many of
the existing problems.
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Chapter 2

Conceptual design of the detector for the
Super CT factory

2.1 General concept of the detector
The physics program of experiments at the Super cτ factory with a peak luminosity of
1035 cm−2s−1 in the region 2E = 2÷ 5GeV is dedicated to studies of rare decays of the D mesons,
τ lepton, D0D̄0 oscillations and searches for yet unobserved lepton-flavor-violating decays of the
τ , in particular, τ → µγ. This program requires a construction of a universal magnetic detector
with the field of about 1T. The detector should feature:

• an extremely high momentum resolution for charged particles and a good energy resolution
for photons;

• a particle identification system with nearly record parameters among existing detectors or
those under construction. For selection of the rare D decays, K/π separation higher than 3σ
is needed. In addition, for selection of τ → µγ decay at a high background from π mesons
robust µ/π separation up to 1.2GeV/c momentum is required;

• a digitizing hardware and data acquisition system, which is able to read events at a rate of
300–400 kHz with an average event length of about 30 kB;

• a unique trigger, which is able to select physics events and suppress background under a
very high detector load.

To achieve a high efficiency of data taking and to decrease time to repair detector subsystems
and hardware, the detector design should satisfy the following requirements:

• digitizing hardware should reside inside the detector, 10Gbit optical links will be used to
transmit the data;

• the detector design should provide fast access to detector subsystems for repair and hardware
replacement, a typical disassembling–repair–assembling time should not exceed 12 – 24 hours;

• the duration time for input (output) of the magnetic field in the main solenoid should not
exceed two–three hours;
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• fast access to detector subsystems using a movable radiation shield enabling personnel to
work in the region and on the technological entresoles of the detector while beams are in the
collider.

The design of the universal magnetic detector for CTF is based on the experience of the Budker
Institute as well as that coming from the BABAR and Belle experiments.

The detector (see Fig. 2.1) contains a standard set of subsystems:

• a vacuum chamber,

• a vertex chamber,

• a drift chamber,

• a particle identification system based on a Cherenkov detector with a multilayer aerogel
radiator (Focusing Aerogel RICH — FARICH ),

• an electromagnetic calorimeter based on pure CsI crystals,

• a superconducting coil produced by traditional technology,

• an iron yoke with a muon system inside.

2.2 Vacuum chamber
The beams collide in the center of a beryllium vacuum chamber with the radius of 20 mm and
the length of 600 mm. The wall thickness is 1 mm. To suppress the background from synchrotron
radiation, the chamber is covered inside with a copper layer 0.05 mm thick. Such a design provides
a small amount of material, about 0.6% of the radiation length, on the particle path.

2.3 Vertex chamber
The vertex chamber (VCH) is placed between the vacuum chamber of the collider and the drift
chamber and increases a solid angle of the detector up to 98%. The VCH represents a cylinder
with the length of 60 cm and the inner and outer diameters equal 50mm and 400mm, respectively.
Its task is to detect secondary vertices from the decays of short-lived particles such as K0

S or Λ.
Furthermore, the VCH complements the drift chamber in measuring momenta of charged particles.
Since the VCH is placed in the vicinity of the beam pipe, it should handle a high particle flux
when the collider operates at its maximum luminosity of 1035cm−2s−1.

During the operation information from the VCH can be processed either together with the
drift chamber to improve the momentum resolution or alone, to reconstruct secondary vertices.

Two options of the VCH are foreseen at the moment — a time projection chamber (TPC) or
a stack of silicon strip layers.
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Figure 2.1: Universal magnetic detector: 1 – vertex chamber; 2 – drift chamber;
3 – identification system based on FARICH; 4 – calorimeter; 5 –
superconducting coil; 6 – yoke with a muon system.
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2.3.1 Time projection chamber

A time projection chamber [92] is a combination of the drift and proportional chamber (see
Fig. 2.2). An axial electric field in the drift volume filled with a gas mixture, e.g., Ar/CO2 80/20,
is created by two endcap anode planes and a mesh cathode in the middle of the chamber. The
field uniformity is preserved using a special field cage.

A charged particle traversing the sensitive volume leaves a track as a chain of clusters of the
ionized gas. The linear cluster density depends on the gas. For example, for argon at normal
conditions it is about 30 clusters per cm. Electrons drift with a constant velocity towards the
anode planes and create avalanches detected by a sensitive pad plane providing information about
two coordinates. The third coordinate of the track is a product of the drift time of each primary
electron cluster and the drift velocity. Despite the relatively large drift distance of about 30 cm, a
transverse diffusion is relatively small due to the longitudinal magnetic field of 1T (see Fig. 2.3).
Because of that the transverse spatial resolution can achieve 50–100µm depending on the drift
path. In the longitudinal direction the resolution is somewhat worse — about 300µm because of
larger diffusion.

Figure 2.2: ALICE time projection chamber (CERN).

At the present time the multiwire proportional chamber (MWPC) is used in TPCs for detection
of ionization clusters. Such chambers cannot work in the continuous mode because of a backflow
of ions resulting in a space charge accumulation which leads to an electric field distortion. In its
turn it deteriorates the spatial resolution. Therefore, a special protection mesh is used to prevent
such an effect. This mesh opens access to the MPWC in accordance with the external trigger
signal. This inavoidably leads to a large dead time after each event which leads to a loss of physics
events.

A new generation of colliders including the CTF will have a very small time between con-
sequent events, thus a standard TPC cannot be used. To overcome this problem, several new
readout schemes based on the novel micropattern gas technologies were suggested. For exam-
ple, the PANDA Collaboration is developing a TPC [93] with the continuous readout using gas
electron multipliers (GEM) [94]. A similar chamber is being designed for a detector for the in-
ternational linear collider by the LC TPC Collaboration [95]. Besides the GEM option, the LC
TPC Collaboration also studies a possibility of using the Micromegas for signal amplification (see
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Figure 2.3: Diffusion variation as a function of a magnetic field intensity for the
gas mixture Ar/C2H4 80/20 for different electric field values.

Fig. 2.4). It should be noted that both amplification principles reduce the backflow of ions by
more than three orders of magnitude. Therefore, a TPC equipped with such a device can work in
the continuous mode.

A very good spatial resolution, close to the theoretical limit, has been achieved during tests
of the prototypes with different readout schemes. The tests have been done with the “hot” gas
mixture — Ar/CF4/C4H10 in the proportion 95/3/2. The spatial resolution of the prototypes with
GEM and Micromegas in the 1T magnetic field parallel to electric field lines at 5 cm from the
readout plane was equal to 52µm and 55µm, respectively (see Figs. 2.5 and 2.6).

Further improvement of the spatial resolution is possible due to a decrease of a sensitive pad
size. In the examples above pad sizes were 1.2×5.4mm2 for the GEM version and 3.2×7mm2 for
the Micromegas one. It should be noted that in the latter case (Micromegas) sensitive pads were
covered by a special resistive layer to spread a charge over a larger area and improve the spatial
resolution. At the present time an experiment is in progress to directly detect a signal in the
silicon pixel detector with a pixel size of 50× 50µm2. It is anticipated that the spatial resolution
in this case will be about 40µm in the vicinity of the detection plane.

Apart from a position information, the TPC can be used for particle identification based on
the energy loss in the gas medium. Indeed, at the typical pad size of 2mm each particle crossing
the chamber along the radius will produce about 70 fired pads. That should provide the dE/dx
resolution at the level of a few per cent.

Another important problem is a minimization of the chamber wall thickness, which should
keep an electric potential difference at the level of a few tens of kilovolts. Such a high potential

29



Figure 2.4: Layout and principle of operation of GEM (upper row) and Mi-
cromegas (lower row). The figure is taken from [96].

is required to provide the electric field tension of the order 200 – 300V/cm, allowing an electron
drift velocity of about 5 cm/µs.

At the present time a design of the detector is studied using a dedicated computer simulation.

2.4 Drift chamber

2.4.1 Introduction

The drift chamber (DCH) is the main tracking and momentum-measuring system. It provides
precision momentum measurements as well as a good particle identification for low momentum
tracks. The DCH design is based on the BABAR drift chamber described in detail in [102].

2.4.2 Drift chamber design

The drift chamber has conventional cylindrical design, is 2.0 m long and 1.8 m in diameter. The
endplates, which carry an axial load of about 32,000N, are made of 24mm thick aluminum to
hold plastic and metal feedthroughs for the wires. The maximum total deflection of the endplates
under loading is small, about 2 mm or 28% of the 7 mm wire elongation under tension. The inner
cylinder is made of 1.5 mm carbon fiber. The outer cylinder is 5 mm thick fiber glass. The inner
cylindrical wall of DCH carries 40% of the wire load, while the outer wall bears 60%. To simplify
its installation, this external wall was constructed of two half-cylinders with longitudinal and
circumferential joints. The main structural element consists of 5 mm fiber glass. The outer shell
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Figure 2.5: Spatial resolution of the TPC prototype with the GEM readout.

is capable of withstanding a differential pressure of 30 mbar and temperature variations as large as
±20oC, conditions that could be encountered during shipping or installation. The aluminum foil,
25 µm thick on the internal surface and 100 µm on the external one, is in good electric contact
with the endplates, thereby completing an RF shield for the chamber. The total thickness of DCH
at normal incidence is 1.08%X0, of which the wires and gas mixture contribute 0.2%X0, and the
inner wall — 0.28%X0.

The drift system of the chamber consists of 40 layers of close-packed 7,104 small hexagonal
cells, each with a single sense wire surrounded by field-shaping wires. Each hexagonal cell is
approximately 1 cm in radius.

2.4.3 Drift cells

2.4.3.1 Layer arrangement

The layers are grouped by four into ten superlayers with the same wire orientation and equal
numbers of cells in each layer of a superlayer. Sequential layers are staggered by half a cell. This
arrangement enables local segment finding and left-right ambiguity resolution within a superlayer,
even if one out of four signals is missing. The stereo angles of the superlayers alternate between
axial (A) and stereo (U,V) pairs, in the order AUVAUVAUVA, as shown in Fig. 2.7.

To provide three-dimensional track reconstruction, the superlayers alternate between axial
(wires parallel to the z axis) and small-angle stereo (wire endpoints offset by 7 to 12 cells, in
alternate directions). The stereo angles vary between ±32 mrad and ±56 mrad; they have been
chosen so that the drilling patterns are identical for the two endplates. The hole pattern has a
16-fold azimuthal symmetry, which is well suited to the modularity of the electronic readout and
trigger system.

2.4.3.2 Cell Design and Wires

The drift cells are hexagonal in shape, 11.9 mm by approximately 19.0 mm along the radial and
azimuthal directions, respectively. The hexagonal cell configuration is desirable because approxi-
mate circular symmetry can be achieved over a large portion of the cell. The choice of aspect ratio
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Figure 2.6: Spatial resolution of the TPC prototype with the Micromegas readout.

has a benefit of decreasing the number of wires and electronic channels, while allowing a 40-layer
chamber in a confined radial space. Each cell consists of one sense wire surrounded by six field
wires.

The sense wires are made of tungsten-rhenium alloy, 20 µm in diameter and tensioned with
a weight of 30 g. The deflection due to gravity is 200 µm at midlength. Tungsten-rhenium has
a substantially higher linear resistivity (290 Ω/m) compared to pure tungsten (160 Ω/m), but is
considerably stronger and has better surface quality.

While the field wires are at ground potential, a positive high voltage is applied to the sense
wires. An avalanche gain of approximately 5 · 104 is obtained at a typical operating voltage of
1960 V and a 80/20 helium/isobutane gas mixture.

The relatively low tension on the approximately 2 m-long sense wires was chosen so that the
aluminum field wires have a matching gravitational sag and are tensioned well below the elastic
limit. A simulation of the electrostatic forces shows that the cell configuration has no instability
problems. At the nominal operating voltage of 1960 V, the wires deflect by less than 60 µm.

The tension of the field wires is 155 g to match the gravitational sag of the sense wires to
within 20 µm. This tension is less than half the tensile yield strength of the aluminum wire. For
cells at the inner or outer boundary of a superlayer, two guard wires are added to improve the
electrostatic performance of the cell and to match the gain of the boundary cells to those of the
cells in the inner layers. At the innermost boundary of layer 1 and the outermost boundary of
layer 40, two clearing wires have been added per cell to collect charges created through photon
conversions in the material of the walls.

A total of three different types of feed-throughs were required for the chamber to accommodate
the sense, field, and clearing field wires. The three types are illustrated in Fig. 2.8. They incorpo-
rate crimp pins of a simple design which fasten and precisely locate the wires. The choice of pin
material (gold-plated copper for the signal wires and gold-plated aluminum for the field wires) and
wall thickness in the crimp region was optimized to provide an allowable range of almost 150 µm
in crimp size as a primary means to avoid wire breakage.
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Figure 2.7: Arrangement of drift chamber wires. One sixteenth sector of the full
chamber is shown, with axial (A) and small-angle stereo (U and V)
superlayers indicated.

Figure 2.8: Design of three DCH wire feedthroughs for the 24 mm-thick endplates.
The copper jacketed feedthrough is for grounded field wires, the other
four are for sense wires (4.5 mm diameter), and guard and clear-
ing field wires (2.5 mm diameter), all made of a Celenex insulator
surrounding the crimp pins.
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Figure 2.9: Drift cell isochrones, i.e., contours of equal drift times of ions in cells
of layers 3 and 4 of an axial superlayer. The isochrones are spaced by
100 ns. They are circular near the sense wires, but become irregular
near the field wires, and extend into the gap between the superlayers.

2.4.3.3 Drift Isochrones

The calculated isochrones and drift paths for ions in adjacent cells of layer 3 and 4 of an axial
superlayer are presented in Fig. 2.9. The isochrones are circular near the sense wires, but deviate
strongly from circles near the field wires. Ions originating in the gap between superlayers are
collected by cells in the edge layers after a delay of several µs. These lagging ions do not affect
the drift times measurements, but they contribute to the dE/dx measurement.

2.4.3.4 Cross Talk

A signal on one sense wire produces oppositely charged signals on neighboring wires due to ca-
pacitive coupling. The cross talk is largest between adjacent cells of adjacent layers, ranging from
−0.5% at a superlayer boundary to −2.7% for internal layers within the superlayers. For adjacent
cells in the same layer, the cross talk ranges from −0.8 to −1.8%, while for cells separated by two
layers it is less than 0.5%.

2.4.3.5 Gas system

The drift chamber is operated with a gas mixture of 80% helium and 20% isobutane, passed
through a bubbler to introduce 3500 ppm of water vapor. The bubbler also introduces approxi-
mately 100 ppm of oxygen into the gas mixture, which has a small effect on the avalanche gain.
The chamber is maintained at 4 mbar over atmospheric pressure with a recirculating pump; freshly
mixed gas is introduced when necessary to compensate for losses.

2.4.3.6 Drift chamber performance

The performance of the BABAR drift chamber during six years of operation has been excellent.
The momentum resolution is determined by reconstructing through-going cosmic ray events as two
separate “tracks” and taking the difference in the fitted transverse momentum (inverse curvature
in the XY plane) at the center of the chamber as a resolution. The result is
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Figure 2.10: BABAR single-hit resolution vs. distance from the sense wire. Res-
olution is computed from the residual of the hit position compared
with the fitted track excluding that hit. The sign of the distance is
positive (negative) for tracks passing to the right (left) of the radial
vector to the sense wire.

σ(pT )

pT
= (0.13± 0.01)% · pT + (0.45± 0.03)%

The single-hit position resolution is determined for all tracks by comparing the fitted trajectory
excluding each measured hit with the position of the hit determined from the readout timing and
the calibration time-to-distance relation for that cell. The result (Fig. 2.10) is a weighted-average
resolution of 125 µm over all cells; in the region of each cell with the most uniform electric field,
the resolution is 100 µm.

The drift chamber readout system includes both timing, with 1 ns precision and integrated
charge information. The detector is calibrated for the electronics gain of each channel, normalized
to the charge deposition and avalanche gain as a function of the track trajectory in each layer of
the chamber. With these calibrations, the integrated charge from each hit can be used to compute
a relative energy loss; the dE/dx for each track is computed from an 80% truncated mean of
the hits assigned to a track, as shown in Fig. 2.11. For electrons from radiative Bhabha events
σ(dE/dx)/(dE/dx) ≤ 7.5% is obtained.
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Figure 2.11: dE/dx distribution vs momentum for particle samples.

2.5 FARICH system

2.5.1 Introduction

An excellent particle identification (PID) for hadrons and leptons over the full momentum range
for particles coming from charm and τ decay is essential to achieve the physics objectives of the
experiment. In particular, a search for lepton flavor violation in the decay channel τ → µγ with
a sensitivity to the branching fraction of 10−9 requires a good µ/π separation around 1 GeV/c
momentum. Another example is a search for CP violation in D decays that needs full particle
identification to reconstruct exclusive final states and tag the flavor of the other D meson in the
event.

Identification of leptons is performed by the electromagnetic calorimeter and the muon sys-
tem, while energy losses in the drift chamber (dE/dx) can be used to identify charged hadrons.
However, the latter technique cannot discriminate between pions and kaons with momenta above
0.7 GeV/c. Identification of muons with momenta below 1 GeV/c is a hard task for existing muon
range detectors. For example, the efficiency of the BaBar detector for muons of 1 GeV/c momen-
tum was 64% while pion misidentification rate was 2% (2.4σ separation) [103]. The KLM system
of the Belle detector has a somewhat better performance with a 78% muon efficiency and 2% pion
misidentification rate (2.8σ separation) at 1 GeV/c momentum [104].

For particle identification in the experiments at CTF a novel Ring Imaging Cherenkov counter
with a focusing aerogel radiator (FARICH) is proposed. It is able to provide a high µ/π separation
below and about 1 GeV/c, as well as excellent π/K/p separation for high momenta not covered by
dE/dxmeasurements. Section 2.5.4 reports the results of MC simulation of FARICH performance.

Silica aerogel is a porous silicon dioxide with a variable index of refraction (1.006 ÷ 1.2) that
is applicable in Cherenkov detectors for particles with a few GeV/c momentum.

A first RICH detector using silica aerogel as a Cherenkov radiator was successfully employed
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in the HERMES experiment [105]. It was followed by RICH1 of the LHCb detector [106]. Both
RICH detectors use gas as a second radiator and focusing mirrors to form Cherenkov ring images
on a photon detection plane.

A RICH with proximity focusing uses a gap between a layer of radiator medium and photon
detector to make a ring image. This allows one to construct more compact RICH detectors as
compared to RICH with focusing mirrors. Such a design was implemented in the RICH with the
dual aerogel-NaF radiator for the upcoming ISS-born experiment AMS-02 [107].

2.5.2 FARICH concept

In a proximity focusing RICH, one of the main factors limiting Cherenkov angle resolution is a
finite thickness of a radiator. In [108, 100, 109] it was proposed to use a radiator consisting of
several layers of aerogel with different refractive indices to overcome this limitation. An index of
refraction and a thickness of each layer are chosen so that rings from all layers coincide on the
photon detection plane. Another possibility is to have several separate rings (Fig. 2.12). Both
options allow one to diminish the photon emission point uncertainty. We call a detector employing
this technique the Focusing Aerogel RICH (FARICH).

1n 2n< n n21>

Figure 2.12: FARICH in single-ring (left) and multi-ring (right) alternatives.

In 2004 in Novosibirsk the first multilayer aerogel sample was obtained [100]. Four layers
of that aerogel had indices of refraction and thicknesses that match designed ones with a good
precision. At present, we have several aerogel tiles in a single-ring option with 2–4 layers with
dimensions up to 115× 115× 40 mm3.

2.5.3 Design

The FARICH for CTF should cover almost a 4π solid angle and identify muons and hadrons
with momenta up to approximately 2 GeV/c. The FARICH will work in the magnetic field
of 1 T that imposes a serious limitation on the photon detector choice. Presently, the only
existing single photon detector sensitive to visible spectrum that is able to work in a strong
magnetic field of arbitrary direction is a multipixel Geiger-mode avalanche photodiode (MPGM-
APD or SiPM) [110]. SiPM is almost insensitive to magnetic field, has a gain of the order 106,
a high photon detection efficiency (PDE) in the visible region, a low voltage bias and a size of a
few mm. A main disadvantage of SiPMs is a high dark counting rate at the room temperature
(∼ 1 MHz/mm2). These devices are readily available from a number of Russian and foreign
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producers: CPTA (Moscow), MEPhi/Pulsar (Moscow), Hamamatsu Photonics (Japan), Zecotek
(Canada-Singapore), FBK-irst (Italy) etc.

The suggested FARICH layout is shown in Fig. 2.13. It consists of the barrel and endcap parts.
A solid angle of the system is 98% of 4π. The radiator has the area of 17 m2, photon detectors —
21 m2. The number of SiPMs and electronics channels is about one million.

Cherenkov radiator
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Figure 2.13: FARICH PID system for the Super cτ factory.

The very large number of channels and their high density will require a development of ded-
icated front-end electronics based on ASICs. The digitizing part (TDC) should be located right
in the detector.

2.5.4 MC performance

The following configuration of the FARICH is considered and studied using a Geant4-based Monte
Carlo simulation program:

• a distance between the radiator and photon detector — 200 mm,

• a single-ring four-layer aerogel radiator with a total thickness of 35 mm and nmax = 1.07,

• a photon detector — MPPC (Hamamatsu Photonics) with a 3× 3 mm2 active area,
PDE(500nm)=30%, packing density — 53%.

Simulation takes into account the processes of radiation, absorption and scattering of the
Cherenkov light. Interactions of charged particles with matter were proved to be negligible (except
for multiple scattering at momenta below 0.5 GeV/c) and not simulated. A magnetic field of 1 T
is included in simulation. Effects of the SiPM dark noise and detector background are currently
not taken into account.

Simulation shows that the number of photoelectrons for a relativistic particle is about 25
(Fig. 2.14a) that is enough for a robust ring reconstruction. The velocity resolution reaches
5 ·10−4 (Fig. 2.14b). Figures 2.14c,d demonstrate π/K and µ/π separation levels derived from the
velocity resolution. π/K separation is very good beginning from the kaon Cherenkov threshold
in aerogel (1.3 GeV/c) and up to a few GeV/c momenta. In real situation the π/K separation
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will be determined by other processes such as kaon decays, noises of photon detectors, detector
backgrounds etc. µ/π separation is possible at the level ≥ 3σ from 0.4 to 1.7 GeV/c and is 5.5 to
8 σ at 1 GeV/c momentum.
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Figure 2.14: FARICH simulation results for three polar angles: the number of
photoelectrons (a), velocity resolution (b), π/K (c) and µ/π (d)
separations. Focusing DIRC performance is shown for comparison.

(a) (b)

(c) (d)

The development of DIRC upgrade with a focusing mirror and chromaticity correction is
ongoing at SLAC [111]. π/K separation of the Focusing DIRC is shown along with the FARICH
performance in Fig. 2.14c. We calculated from these data the corresponding velocity resolution
that is ∼ 2 · 10−3 (Fig. 2.14b) and µ/π separation (Fig. 2.14d) that amounts to 2σ at 1 GeV/c
momentum.

Methods of coverage of lower momenta is currently discussed and can be either a threshold
mode of operation (“yes-no mode”) or an employment of an additional radiator of higher index of
refraction such as crystal NaF (n = 1.33). Both approaches demand reducing the effect of the
SiPM dark noise. It is possible with a high timing resolution of the order 100 ps, but would require
an application of rather complicated and expensive electronics with a high power consumption.

39



Another possibility is to cool down photon detectors to the temperatures that decrease the dark
counting rate below 1 MHz/channel. A development of an efficient cooling system with low
material budget is needed in this case.

2.5.5 Status of prototype development

Presently, the prototype of the FARICH is being constructed. It will be tested at the electron
beam with energy ∼ 1 GeV at the ROKK-1M facility at the VEPP-4M collider. It is planned
to measure single-photon Cherenkov angle resolution and number of photoelectrons for several
focusing aerogel tiles and compare the results with simulation. Also a possibility to read out and
reject the high SiPM noise rate will be tested.

In the prototype 32 MRS APDs 2.1×2.1 mm2 from CPTA company, custom made 16-channel
discriminator boards with built-in preamplifiers and multi-hit 64-channel TDC from CAEN with
100 ps discrete are used. The first run of the beam test is scheduled for November 2010–February
2011.

2.6 Electromagnetic calorimeter
An electromagnetic calorimeter of the CTF detector has the following functions:

• detection of γ–quanta and measurement of their energy in the broad energy range from
1 MeV to 2 GeV;

• determination of photon coordinates;

• separation of electrons and hadrons;

• formation of a signal for a neutral trigger.

In these experiments the main fraction of photons arising in hadron decays has energy of a
few hundred MeV. Therefore, an important characteristic of a calorimeter is energy resolution in
this energy region. At the present time the best energy resolution for photons with energy up to
1 GeV is obtained at calorimeters based on scintillation crystals CsI(Tl) [112, 102], σE/E ≈ 1.8% at
1 GeV and about 3% at 100 MeV. Space resolution of such calorimeters is about 6mm/

√
E(GeV).

It is also worth noting that Budker Institute has big a experience of working with calorimeters
based on scintillation alkali-halide crystals.

One more advantage of scintillation calorimeters is their high stability and low maintenance
costs. CsI(Tl) crystals have a high light output (up to 50,000 photons/MeV) and emission spec-
trum with a maximum at about 550 nm well matching the region of high sensitivity of silicon
photodetectors.

Maintenance of CsI(Tl) crystals in the B factory experiments showed that their radiation
hardness is sufficiently high for conditions of e+e− colliders. For example, at the Belle detector
the total absorbed dose for crystals closest to the beampipe is about 300 rad during 7 years of
operation. At CTF with luminosity of 1035 cm−2s−1, the absorption dose can reach about 1 krad
after 5 years of experiments that results in about 20% loss of the light output only.

However, the emission time for such crystals is about 1 µs that can lead to a high probability of
the pile-up of a background and useful signals at high background counting rates (about 100 kHz
or more per crystal). A natural solution of this problem is to use faster crystals of non-activated
(pure) CsI with the emission time of about 30 ns. Note, however, that the light output of these
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crystals is one order of magnitude lower than that of CsI(Tl) crystals necessitating use of vacuum
photodetectors with gain, capable of operating in magnetic field. Thus, taking into account a
higher cost of pure CsI crystals, a calorimeter based on such crystals is more expensive and have a
more complicated structure. A reasonable trade-off is to use pure CsI in the calorimeter endcaps,
where the background counting rate is high, and Cs(Tl) crystals in the barrel part where the
background is one order of magnitude lower.

A length of the crystals and, correspondingly, a thickness of the active material is selected in
such a way that about 95% of photon energy is absorbed in the calorimeter. A length necessary
to reach good energy resolution is 16–18 radiation lengths or 26–34 cm. A transverse size of the
crystals is determined by a transverse size of an EM shower and is usually chosen between 4 and
7 cm. A lower transverse size improves position resolution, but increases the number of electronics
channels and the total number of gaps between the crystals. The total number of crystals in the
calorimeter and its total mass depend on the specific detector design, but as experience of operation
of existing calorimeters shows, the total mass of crystals should be 42 tons at the total number of
calorimeter channels of about 10 thousand.

Note that in recent years new crystal scintillators with high light output and short emission
time have been actively developed, e.g., lutecium ortosilicate (LSO) and lantane bromide (LaBr3)
activated by cerium. Despite their high promise, the cost of such crystals is rather high (5–10 times
more expensive than CsI(Tl)) making the mass use of these crystals problematic. At the same
time, active R&D studies of new crystals and their use in high energy physics in close cooperation
with crystal producers can improve technology of their growth and make it cheaper as it happened
in the past with NaI and CsI crystals.

2.7 Muon system
The muon system consists of nine layers of coordinate detectors in the barrel and eight layers at
the endcap. The barrel part covers a solid angle of 63%×4π (50◦ < Θ < 130◦), while the endcap
— 27%×4π(20◦ < Θ < 50◦ and 130◦ < Θ < 160◦). Coordinate detectors are alternated with layers
of a steel absorber, which also serves as the yoke of the magnet.

The main task of the muon system is to separate muons from a large number of hadrons
produced in events of e+e− annihilation. Muons are identified by measuring their penetration
depth (range) in the absorber. The ranges of muons and hadrons in matter are determined by
two main processes: energy loss of a charged particle through ionization and nuclear interactions
of hadrons with atoms of the absorber. At the same momentum muons have larger kinetic energy
compared to pions and kaons, so they could lose more energy on ionization and their path is
longer. Nuclear interactions of hadrons with the medium lead to additional absorption and further
decrease of their range.

Due to bending of the particle track in the magnetic field of the detector, the detection threshold
of the muon system is at the momentum of 0.4–0.5 GeV/c. In reality, it is difficult to obtain reliable
identification of muons at the momenta below 0.8 GeV/c. A pion can imitate a muon due to range
fluctuations and as a result of the decay into muon and neutrino, particularly when a decay muon is
emitted in the direction of the initial pion. Above 0.8 GeV/c the muon detection efficiency reaches
95–98 % and the level of pion misidentification is ∼5%, this corresponds to a pion suppression
factor of ∼20. To achieve the main goals of the research program of CTF the pion suppression
at the level of 100 or better is desirable. To attain it, the muon system will work in combination
with the FARICH identification system. The information from the FARICH can be also used to
calibrate the muon system.
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In modern experiments, coordinate detectors of different types are used in muon systems:
counters with the localized discharge [113], streamer mode gas detectors [114], scintillation coun-
ters [115]. The choice of the detection technology of coordinate chambers requires a study of their
long-term stability and resistance to the backgrounds under the experimental conditions of CTF.
One should also take into account the cost of the production of detectors. The total area of the
coordinate detectors is more than 1000 m2.

Currently, as a “working” option of the coordinate detectors for the muon system it is pro-
posed to use coordinate detectors similar to the streamer tubes used in the KEDR detector [116].
Streamer tubes in a single block are arranged in two layers and are shifted relative to each other
by half of the diameter. With this arrangement, a particle track always crosses one or more tubes
at any incidence angle. Tubes of one electronic channel are connected sequentially in a row and
alternated by the other channel tubes to reduce a probability of simultaneous triggering of several
tubes in one channel or several channels by a single particle.

The basis of the block are two flanges made of duraluminum holding thin-wall stainless steel
tubes. At the ends of the tubes kapronit made plugs with two holes are pressed. One hole in
the center is for pin fixation, the second — for a gas inlet or outlet. In the center of the tube an
anode wire is stretched with a force of 300 g and fixed in pins. The wire material is gold-plated
molybdenum with a diameter of 100 µm.

The scheme of the readout electronics of one channel is shown in Fig. 2.15. A measurement of
the longitudinal coordinate is based on the difference between the arrival times of signals on the
opposite ends of the tube row. Two amplifiers with variable threshold discriminators are connected
to both ends of the row. To prevent reflections at the ends of the row, the load resistors are used.
The “start” and “stop” signals from both discriminators are transmitted to the expander. The
“stop” signal is delayed in such a way that it always comes later than “start” regardless of the
particle coordinate in a row. The expander gives a paraphase signal with the duration equal to
the difference of arrival times of “start” and “stop” signals multiplied by a coefficient of expansion
about 40. Signals from the outputs of expanders are transmitted via a shielded twisted-pair cable
to the inputs of TDCs.

The duration of the output pulse from the expander depends on a particle hit location. Re-
construction of the hit longitudinal coordinate is done using a linear approximation taking into
account the length of the wires connecting the tubes. The transverse coordinate is determined
from the number of the tube. A more accurate measurement of the transverse coordinate using a
drift time of ionization is possible but not necessary because of the strong multiple scattering in
the absorber.

To operate in the streamer mode, a gas mixture should contain a component with strong
photon absorption in the UV spectrum. The working gas in the muon system is a nonexplosive
mixture of 70%Ar : 23%CO2 : 7%n-pentane.

The average resolution of the longitudinal coordinate is about 4 cm which is sufficient for the
tasks of detection.

2.8 Superconducting solenoid

2.8.1 Main demands

The superconducting solenoid is intended to produce axial magnetic field in the volume of the
detector. It will be placed outside the CsI calorimeter. Outside the solenoid the muon system will
be placed. The solenoid placement does not demand that the thickness of the solenoid should be
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Figure 2.15: Readout electronics of the muon system.

43



Table 2.1: Main established parameters of the solenoid.

Length, m 4

Internal diameter, m 3.2

Magnetic field, T 1

Stored energy, MJ 12.9

Charging time, h < 4

as thin as possible like in other detector solenoids.
The main parameters of the solenoid are listed in the Tab. 2.1.
The cost of a detector solenoid is estimated at 3.3 M$.

2.8.2 Original approach

The similar superconducting solenoids were produced in the last decade by Japanese and European
companies. For their production a technology based on superconducting cable with aluminum
stabilizer was developed.

The stabilizer made of 99.999% Al is very expensive material. It costs $1000 per kg, so most
percentage of the solenoid cost relies on this stabilizer. The main purpose of the stabilizer in the
solenoid design is a quench protection. The stabilizer does drastically minimize a heat generation
inside the solenoid, i.e. ρJ2, where J — current density, ρ — electrical resistivity of the stabilizer.
This circumstance was considered from three following points of view:

1. the electrical and thermal properties of 99.999% Al and 99.99% Al differ by factors from 2
to 5, while the cost of the second Al is by a factor of > 100 less;

2. the heat generation can be also minimized by increasing the amount of the stabilizer;

3. active quench protection is used in the modern solenoids of the LHC projects.

So, the solenoid design for the Super cτ factory is considered to use the superconducting cable
with aluminum stabilizer based on 99.99% Al. Active quench protection using heaters will be
used for quench propagation. The proposed approach allows to save about $1–2 millions for the
solenoid production.

Preliminary calculations show that the size of superconducting cable can be the same as for
the ATLAS central solenoid, as shown on the Fig. 2.16. This cable was produced by Hitachi Co,
Japan.

2.8.3 Cryogenics

The cryogenics of the detector should provide the operation of the detector solenoid and the final
focus quadrupoles of the collider at the temperature of 4.5 K. The cryogenics will be based on a
refrigerator of 100 W of cooling performance at 4.5 K.

The capital cost of the refrigerator is estimated at 0.5 M$.
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Figure 2.16: SC cable used in the ATLAS central solenoid. Its sizes satisfy the
sizes of the cable for the CTD solenoid.

Table 2.2: The luminosity, physical cross section, rates of useful events, Bhabha
events at different energies, rates from cosmic events.

J/ψ ψ(2S) τ τ̄ ψ(3770) τ τ̄ ΛcΛ̄c

Ecm, MeV 3097 3686 3700 3770 4250 4650

L, 1034cm−2s−1 7.7 9.2 9.2 9.4 10 10

σ, nb ∼3400 ∼640 2.5 ∼6 3.5 0.5

f , kHz 260 60 2.3 5.6 3.5 0.5

Bhabha, kHz ∼90 ∼80 ∼80 ∼80 ∼60 ∼50

Cosmics, kHz ∼2

2.9 Trigger
Trigger of the CTF detector will be based on the concept of the “open-trigger”, which can select
and save up to 100% of useful events. This concept implies that event selection is based on the
universal criteria such as: the presence and the topology of the tracks in the coordinate system, the
total energy deposition in the calorimeter, the topology of the energy deposition and the number of
clusters in the calorimeter, the response of the muon system. “Open trigger” is not specially tuned
for the selection of the particular predefined processes. This approach is conditioned by a very
wide and diverse physics program of CTF and the task of finding “new physics” that is impossible
to predict in advance. A disadvantage of this approach is that it is impossible to separate useful
events from the events of nonresonant hadron production based on the trigger.

Useful event rates and rates of Bhabha events at different energies as well as rates from cosmic
events are presented in Table 2.2. The cross section of the nonresonant hadron production at
these energies is ∼20 nb, which corresponds to the counting rate of 20 kHz at the luminosity of
1035cm−2c−1. At present it is difficult to estimate the trigger counting rate from the background
events associated with the beam loss and beam interaction with the residual gas. Working con-
ditions at the B factories at KEK and SLAC and current development of the SuperB factory in
Italy indicate that this counting rate will be at the level of several tens of kHz.

As follows from the data above, the maximum readout rate of useful events will reach 300–400
kHz. The average size of a single event is estimated at 30 kB.

To achieve so high event readout, it is expected to use the methods and approaches developed
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at the BABAR detector and for the SuperB project.

• All signals from the detector systems are continuously digitized in the electronics located
directly on the detectors. The data are stored in digital pipelines for a few microseconds.
The storage time is determined by the decision making time of the first level trigger.

• The electronics of the drift chamber, calorimeter and muon system give an additional “fast”
signals, which are transmitted directly to the first level trigger.

• After receiving the signal from the first level trigger, data from the onboard electronics are
transmitted over the high-speed optical links (10 Gbps) into the readout processors (ROP),
which are located outside the detector. The preprocessing is performed in the ROPs (actual
signal amplitudes and times are computed) in order to reduce the amount of data. An
additional filtering based on the topology and timing information is also performed at this
stage.

• Data from the ROPs of each system come into the “event builder” computer farm where
they are synchronized and then processed by the high level trigger.

• The first level trigger for a search of “useful” events uses “fast” signals from the detector
systems. It is based on a specialized pipelined processor with the programmed logic of the
event search. This logic uses the topology of tracks in the coordinate system, the total energy
deposition, the topology of energy deposition and the number of clusters in the calorimeter
as well as data from the muon system. The maximum frequency of the decision making is
500 kHz, the effective “dead time” of the primary trigger should not exceed 100 ns. The
decision making time of the first level trigger is a few microseconds.

• The high level trigger is software based. The fast preliminary reconstruction of the events
to get information about the coordinate, momentum and energy of all secondary parti-
cles is performed. At this stage, the effective rejection of the background events from the
beam interactions and cosmics is done. To reduce the amount of the recorded information,
prescaling of the Bhabha scattering events could be implemented. The high level trigger will
be organized on the basis of a specialized computer “farm”, consisting of several hundred
processors.

2.10 Electronics
Electronics together with computers and telecommunication equipment of the detector is one of
the key elements of the CTF detector.

Collider parameters, which are important for the electronics, are below.

• The RF frequency is about 508 MHz.

• The period of bunch circulation is 2.557 µs.

• The quantity of separatrixes is 1300.

• Each third separatrix is filled, so the time gap between bunches is around 6 ns.

• The mode with filling each fourth separatrix is under discussions.
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Figure 2.17: The bunch distribution and binary map.

Table 2.3: Limitations and demands of the susbsystems’ electronics.

Detector Channel Channel Power Trigger Information

quantity size consumption participation

VD–GEM 56 К 2× 2mm2 1 kW Possible A, T, P

VD–Pixel 10 М 150× 150µm2

DC 7.1 К 12× 20mm2 2 kW Yes A, T, P

FARICH 1 М 4.5× 4.5× 50mm3 100 kW (21 m2) No T, P

Calorimeter 7.5 К (40− 70)2 mm2 2 kW Yes A, T, P

Mu 4–44 К diameter 20 mm 1–9 kW Yes T, P

• The maximum quantity of bunches is 390.

• The gap of 5–10% (130 separatrixes) in a bunch train is necessary for suppression of the ion
instability.

For a precise time measurement of several detector subsystems it will be necessary to know the
bunch distribution in a train. Therefore, the binary map of the bunches will be used (Fig. 2.17).
The synchronizing pulse “phase” for the bunch circulation will be also necessary.

All analog-to-digit conversions will be performed inside the detector in front–end (FE) elec-
tronics. The information from a large group of channels will be sent through 10 Gbps optical
links. Wide usage of ASICs is mandatory to reach a needed channel compactness and power
consumption. The water cooling system with a negative pressure for the front-end electronics will
be applied. The electronics should employ a maximum unification.

Table 2.3 lists the quantity of electronics channels for different subsystems of the detector, the
geometrical size of channels, an estimate of the power consumption, participation of subsystems
in the trigger and a type of required information (A — amplitude, T — time, P — position).

Table 2.4 shows the maximal channel load, the time characteristics of the pulses, the required
rates of digitization, the bit quantity of ADC and TDC and the necessary precision of time
measurements.

Figure 2.18 shows the common block diagram of readout electronics. The FE electronics
contains amplifiers, ADC and TDC, an obligatory pipeline for the working time of the L1 trigger,
controller, which manages a board and optical transmitters, 10 Gbps optical links connecting the
FE electronics and readout processors (ROP), which are located near the detector. ROPs get
raw data and perform calculations of the amplitude and time of pulse. Additional selection of
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Table 2.4: Parameters of subsystems’ electronics.

Detector Channel Duration of Rate of Bit quantity of Time

load signals digitization ADC (TDC) meas.

precision

VD 33 kHz Rising edge 25 ns from 20 MHz 10–12 bit ADC 1 ns

to 80 MHz

DC 50 kHz Rising edge 50 MHz (ordinary mode) 10 bit ADC 1 ns

100–200 ns, Follow 200–300 MHz (cluster 10 bit ADC 1 ns

edge 300 ns mode)

FARICH 10 MHz 5–10 ns TDC 6 bits (for 8 ns) 200 ps

TDC

Calorimeter 15 kHz 30 ns for clear CsI 40–50 MHz 18 bit ADC 1 ns

Mu 100 kHz 30–200 ns TDC 11–12 bit ADC 60 ps

Figure 2.18: A block diagram of electronics.
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Figure 2.19: FrontEnd Assembly of the drift chamber of BABAR.

information based on L1 trigger data is possible in ROPs. Results are sent to EventBuilders and
on-line computers located in the data storage hall.

The L1 trigger is located near the detector. It gets fast information from FE electronics by
10 Gbps optical links.

It is planned to make a modular FE electronics in order to enable fast replacement of a broken
element. This approach has been successfully working in the drift chamber of BABAR (Fig. 2.19
and Fig. 2.20). All electronics is divided into 16 sectors in ϕ and 3 rings in radius. Therefore there
are 48 assemblies of the FE electronics. All boards of an assembly are placed into aluminum frame,
which serves not only as a shield but also as a heat sink. All microchips have thermal contact
with a frame. The assemblies are firmly screwed to the radial bars that carry water cooling. The
total power of about 1.5 kW is removed from the detector.

The drift chamber FE electronics (Fig. 2.21) will have 48 modules of 3 types. Each module will
have from 128 to 192 channels, from 2 to 4 FE boards and one readout board. The FE board will
contain from 48 to 64 channels of amplifiers and ADCs. The readout board will hold a common
pipeline and controller in FPGA which will send information to a ROP upon a signal arrival from
the L1 trigger.

Table 2.5 was created after estimating the data flows from the detector subsystems and con-
venience of mounting. It shows the supposed quantity of optical links for data and trigger infor-
mation. The quantity of 10 Gbps links is redundant for all subsystems except FARICH. In total,
there are 1168 data links and 168 trigger links.

The ROP gets data via 8 optical links (Fig. 2.22). Therefore 146 ROPs will be necessary for
1168 data links. This unit calculates the amplitude and time of pulses from raw data of the FE
electronics. It uses L1 trigger information to process so called “field of interests” — the places of
the detector where the channels are triggered. This approach reduces the processing time and
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Figure 2.20: Photo of FrontEnd Assembly of the BABAR drift chamber.

Figure 2.21: A block diagram of the drift chamber FE module.
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Table 2.5: Number of electronics channels, data and trigger links.

Detector Number of channels Number of data links Number of trigger links

VD–GEM 56 К 56 56

VD–Pixel 10 M

DC 7.1 К 48 48

FARICH 1 М 1000 0

Calorimeter 7.5 К 32 32

Mu 4 – 44 К 32 32

Figure 2.22: A block diagram of the ReadOut processor.

amount of the output data.
146 ROPs will occupy 10 VME crates, which will be located in 5 racks. The preliminary power

consumption of one crate is about 900 W, so one rack will consume 1.8–2.7 kW. The racks with
ROPs will be located near the detector (Fig. 2.23).

The L1 trigger has a pipelined structure. It gets information from the drift chamber, CsI
calorimeter, muon system and possibly from the vertex detector (Fig. 2.24). Preprocessors of
the tracking systems calculate the number of tracks and their topology. Preprocessors of the
calorimeter determine the topology and number of clusters and energy level. Also the information
of triggering the muon system is present. Preprocessors transfer the information to the central
trigger processor which makes a decision.

The L1 trigger decision pulse goes to the FE electronics. The fields of interests are transferred to
ROPs. And the intermediate information about the trigger is transmitted to the Data Acquisition
system. The L1 trigger will occupy two racks that will be located near the detector together with
ROP racks.

51



Figure 2.23: The location of racks with ROPs near the detector.

Figure 2.24: A block diagram of the Level 1 trigger.
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2.11 Networking and computing systems

2.11.1 Introduction

Networking and computing infrastructure is going to play one of the key roles in operating the
experiment at the CTF detector. Below we give a thorough overview of designing, building and
operating the computing infrastructure for this experiment.

Section 2.11.2 contains a brief introduction to the prospected organization of trigger and DAQ,
offline data processing, and data storage systems of the detector. It also gives an insight into the
architecture and hardware requirements for the systems involved.

More details related to the data processing and storage systems of the experiment are given
in Section 2.11.3. Some specific technical questions such as choosing the architecture of software
execution environment for the experiment and ways of distributing the data processing activities
of the detector experiment across local and remote computing facilities are also discussed here.

Section 2.11.4 is devoted to hardware and financial resource estimation for the proposed com-
puting and networking solutions for the experiment. In addition, it contains plans for prototyping
the key components of the detector computing systems and hardware deployment plans for the
computing facilities supporting the experiment during the period of 2014–2025.

2.11.2 Brief Overview of TDAQ and Offline Data Processing Systems

The following three functional groups of components are forming the computing environment of
the CTF experiment:

1. Trigger and DAQ systems:

(a) a two-level hardware and software trigger system with a maximum trigger rate of 0.5
MHz for the average event size of approximately 30 KB, thus capable of generating the
stream of output data with the rate up to 120 Gbps,

(b) an event building system,

(c) a storage buffer used for exporting data to the offline data processing systems.

2. Detector monitoring and control systems:

(a) detector information system,

(b) detector slow control system,

(c) detector safety and access control systems,

(d) engineering infrastructure and environment conditions monitoring systems,

(e) dedicated control rooms for the continuous operation of the detector, its TDAQ systems
and their computing infrastructure.

3. Detector offline data processing farm and its multilevel heterogeneous data storage system.

Data flow diagram between these functional groups is shown in Fig. 2.25.
The detailed diagram of the data flow originating from the detector and going through its

TDAQ, offline data processing and storage system is shown in Fig. 2.26, which also displays
the proposed capacities of the storage systems involved and the throughput values of network
links interconnecting them. These values were derived by minimizing the price/performance ratio
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for the whole detector computing system with respect to the financial estimations discussed in
Section 2.11.4.1.

It is essential that the proposed configuration of TDAQ and offline farm make it possible to
capture the full flux of data generated by the first level trigger and store it for the long term
analysis if needed. For more detail about the architecture of the computing systems discussed
here we refer to Section 2.11.3.1.

2.11.3 Architecture of the Data Processing and Storage Systems

2.11.3.1 Main Components

The following parts of networking and computing environment of the CTF experiment, which are
listed below, do play an important role in the processes of accumulating experimental data, storing
and processing. A short summary for each of them describes its functionality and interaction with
other components in the list below and in addition provides with unique ID for future references.

1. [FrontEnd1,2] Modules of the front-end electronics installed within the volume of the
detector located 17 m below the ground level in the dedicated detector building.

2. [ReadOut1,2] The following electronics equipment, which is installed in the dedicated racks
in the vicinity of the detector and mechanically attached to it:

(a) front-end electronics’ power supplies,

(b) detector subsystems’ readout equipment,

(c) Low Level Trigger (LLT) of the detector,

(d) aggregation systems for experimental event fragments and output buffers for transfer-
ring the data aggregated to the Event Builder installed in the [DataCenter1] facility
for further processing.

3. [FiberTray1(a,b)] Optical-fibers communication line connecting passive optical crossing
[FiberCross1(a,b)], placed on the ground level near the detector cavern with the
[ReadOut1,2] modules, consisting of three parts:

(a) fixed vertical section going down to the detector cavern within the dedicated cable trays
(providing mechanical protection and tension control for fibers) attached to one of the
walls of the cavern;

(b) horizontal movable and retractable section which is capable of automatically adjusting
itself to the position of the detector in the experimental cavern, supporting the fibers
on their path from the wall of detector cavern to [ReadOut1,2] modules;

(c) fixed section provided with radiation resistant fibers (discussed below in Section 2.11.3.2)
going over the multiple paths from [ReadOut1,2] to [FrontEnd1,2] modules installed
within the detector volume.

The optical line consists of sixteen 24-core multichamber optical fiber cables (192 cores of
SMF 9/125 optical fiber in total) subdivided into two equal sets of cables running over the
physically independent paths within the detector cavern (at least 10 m separation along the
path is required).
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Figure 2.25: Generic data flow diagram for TDAQ and offline data processing
systems of the detector.
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Figure 2.26: Detailed diagram of the data flow originating from the detector and
going through its TDAQ, offline data processing and storage sys-
tems. Capacities of the storage systems involved and the expected
data rates between them in a simultaneous read/write mode are dis-
played as well.
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4. [FiberTray2(a,b)] Optical-fibers communication line connecting passive optical crossings
[FiberCross1(a,b)] and [FiberCross2], respectively (the total length is approximately
200 m over the fiber).

The optical crossing consists of 8 optical patch panels supporting 24 pairs of fibers each
distributed among four racks within the [DataCenter1] facility.

5. [DataCenter1] Computing facility located in the area number 114 of the dedicated detector
building and hosting the following components:

(a) passive optical crossing [FiberCross2],

(b) Event Fragment Input (EFI) and Event Builder (EB) subsystems,

(c) High Level Trigger (HLT) of the detector experiment,

(d) buffer storage systems used for exporting data between [DataCenter1,2] facilities,

(e) passive optical crossing [FiberCross3] of the [FiberTray3] optical communication
line linking [DataCenter1,2] facilities,

(f) servers supporting detector control systems,

(g) servers supporting environmental monitoring and detector safety systems,

(h) servers supporting the main control room [ControlRoom1],

(i) terminal servers providing external access to the [DataCenter1] facility.

Location of the [DataCenter1] facility and its engineering infrastructure within the ded-
icated detector building is shown in Fig. 2.28. The detailed equipment installation plan
for the [DataCenter1] facility is given by Fig. 2.29. A list of basic specifications for the
[DataCenter1] facility is given in Tab. 2.6.

6. [DataCenter1Inf] Engineering infrastructure of the [DataCenter1] computing facility
deployed in the areas number 113, 113a, 115, 115a, and 116 of the dedicated detector building
and its vicinity:

(a) 10 kV power cables inlets,

(b) dedicated transformed plant,

(c) group of chiller modules serving the external cooling circuit of the [DataCenter1]
facility,

(d) external cargo bays for the areas number 113 and 115 of the detector building.

7. [ControlRoom1] Main detector control room constructed in the area number 112 of the
detector building which holds control over the

(a) detector subsystems and their engineering infrastructure,

(b) entire [DataCenter1] computing facility including its safety and access control sys-
tems.

8. [FiberTray3] Optical-fibers communication line with the length not exceeding 2 km over
the fiber linking the [DataCenter1,2] computing facilities. The optical line consists of four
48-core multichamber shielded optical fiber cables (192 cores of SMF 9/125 optical fiber in
total).
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9. [DataCenter2] Computing facility built within the existing BINP centralized IT facility
hosting the following components:

(a) passive optical crossing [FiberCross4] of the [FiberTray3] optical communication
line linking [DataCenter1,2] facilities,

(b) BINP general purpose internal networking core,
(c) offline data processing farm of the experiment,
(d) long term robotic tape storage system (several groups of tape robots),
(e) central database servers of the experiment,
(f) central backup system serving both [DataCenter1,2] facilities,
(g) terminal servers providing external access to the [DataCenter1] facility.

The prospected layout of the [DataCenter2] facility by 2020, assuming the major upgrade
of its engineering infrastructure and deployment of all the equipment related the detector
experiment is shown in Fig. 2.30.

10. List of basic specifications for the [DataCenter2] facility is given in Tab. 2.6.

11. [DataCenter2Inf] Engineering infrastructure of the [DataCenter2] computing facility
deployed in the vicinity of its main IT area.

12. [ControlRoom2] Dedicated control room of the [DataCenter2] computing facility holding
control of the IT equipment deployed within the [DataCenter2] facility and its engineering
infrastructure, including safety and access control systems.

The generic layout of the key components of TDAQ, data processing and storage systems of
the detector experiment listed above is shown in Fig. 2.27.

Possible extensions of the basic organizational scheme of the network and computing infras-
tructure of the experiment summarized here are discussed in Section 2.11.3.3.

2.11.3.2 Fiber-optics Communication Lines Deployed in the Vicinity of the Detector

As it was mentioned earlier in Section 2.11.3.1, the fiber-optics communication lines deployed in
the vicinity of the detector, especially some subsections of [FiberTray1] must be provided with
means of radiation protection in order to keep the lifetime of fibers at a reasonable level and
minimize the rate of permanent fiber failures encountered over the detector lifetime.

The radiation protection of the fiber-optics communication lines is proposed to be achieved in
one of the following ways:

1. identifying the spots with high radiation loads within the volume of detector by using the
full detector simulation, which are to be avoided while tracing the paths of optical cables,

2. shielding the bunches of optical cables by using the custom design cable trays (for the cables
deployed outside the detector volume),

3. using the radiation resistant optical fibers shielded with the special covers such as described
in [132]–[136] to be deployed in the places where two previous solutions cannot be applied.

The optimal solution for the radiation resistant fiber-optics lines deployed within the detector
is expected to be found while building and evaluating prototypes of the [FiberTray1] communi-
cation line which are proposed in Section 2.11.4.2.
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Figure 2.27: Generic layout of the key components of TDAQ, data processing
and storage systems of the experiment located both in the dedicated
detector building and the existing computing facility on the main
BINP territory.
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2.11.3.3 External Connectivity of [DataCenter1,2] Facilities and Discussion of the
Possible Involvement of the Remote Computing Centers

All the network equipment providing the external connectivity for BINP and the detector in
particular will be hosted at the [DataCenter2] computing facility, thus it will be playing a role
of an external network gateway for the entire computing infrastructure of the experiment.

The prospected internal and external networking layout for all the HEP experiments carried
out at BINP at early stages of building the networking and computing infrastructure for the
detector is shown in Fig. 2.31.

So, even at the early stages of commissioning of the experiment and its networking and comput-
ing infrastructure, it will be provided with connectivity to Supercomputer Network of Novosibirsk
Scientific Center (NSC/SCN) [137] via the dedicated 10 Gbps optical network which is in pro-
duction since 2009. In a more distant future BINP may be getting direct access to the remote
scientific networks such as Geant3 (GN3) [138] and international GRID systems such as WLCG
[139] by means of the dedicated 1 Gbps optical links which would significantly enrich the list
of data processing scenarios available for the CTF experiment and increase the peak amount of
computing power available for BINP significantly.

If the capacity of external network links available to BINP is sufficient, the following extensions
of the detector experiment network and computing design described earlier in Section 2.11.3.1
might be taken into consideration:

1. building an additional tape storage system on the geographically remote site in order to
store a full copy of RAW data aggregated while doing experiments with the detector thus
reducing the risks of data loss due to a catastrophic event on one of the sites;

2. building a geographically distributed group of computing sites merged into a single data
processing entity by means of GRID technology or using the capacity of the existing regional
and worldwide GRID infrastructure.

Use of the resources provided by the commercial Cloud computing systems such as Amazon
EC2 [140] for the purposes of the data processing and experimental events simulation for the CTF
experiment is not considered as an option, at least at the present moment, as the prices for the
resources offered by the commercial Cloud systems remain at the level which makes the ownership
of the dedicated computing farm a more preferable solution in our case.

2.11.3.4 Prospected Architecture of the Software Execution Environment

The standard execution environment designed to support all types of software related to events
reconstruction, detector simulation, monitoring and control of the detector subsystems and other
tasks is proposed to be virtualized, in order to gain the following advantages which hardware
virtualization technology provides:

1. high reliability and rapid recovery of the virtualized services,

2. low level isolation of different types of services from each other,

3. ability to reproduce freezing the configuration execution environment over the periods of
time such as the entire lifetime of detector experiment,

4. natural way of supporting heterogeneous computing systems, including Cloud computing
enabled environments.
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Figure 2.28: Location of the [DataCenter1] facility and its engineering infras-
tructure within the dedicated detector building. The main control
room of the experiment [ControlRoom1] is also shown.
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Figure 2.29: Closer look on the hardware installation layout of the [DataCen-
ter1] facility (cooling and electrical power capacities indicated).
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Figure 2.30: Prospected layout of the [DataCenter2] facility by 2020, assuming
the major upgrade of its engineering infrastructure and deployment
of all the equipment related to the detector.
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Figure 2.31: Prospected internal and external networking layout for all the HEP
experiments carried out at BINP at early stages of building the net-
working and computing infrastructure for the CTF experiment.
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Table 2.6: List of basic specifications for the [DataCenter1,2] computing facil-
ities.

Feature [DataCenter1] [DataCenter2]

Total area (IT area), m2 300 (160) 360 (220)

False floor load carrying capacity, ton/m2 ≤ 2 ≤ 2

Number of racks (total rackmount capacity, 1U) 32 (1344) 76 (2432)

Maximum heat dissipation within a single rack, kW 20 12

Maximum heat dissipation within the IT area, kW 600 300

Maximum cooling capacity of the internal cooling circuit of the
data center, kW (redundancy schema implemented)

800 (N+1) 480 (N+1)

Maximum cooling capacity of the external cooling circuit of the
data center, kW (redundancy schema implemented)

1500 (N+1) 600 (N+1)

Time of running on the chilled water stored in the redundant
water tanks of the internal cooling circuit of the data center,
min

15 Unavailable

Maximum electrical power supported by the external power
lines, kVA (redundancy scheme implemented)

1500 (2N) 500 (2N)

Maximum load supported by the centralized UPS system, kVA
(redundancy scheme implemented)

1200 (2N) 465 (2N)

Centralized UPS capacity for 100% / 50% / 10% of nominal
power consumption by the IT equipment, min

20 / 40 / 150

Data center external connectivity, Gbps (redundancy scheme
implemented for the external uplinks)

Unavailable 40 (2(2N))

Capacity of the internal communication lines between the [Dat-
aCenter1,2] facilities, Gbps (redundancy scheme implemented
for the internal links)

960 (2N)

Monitoring and maintenance services by the local personnel 365× 24× 7
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Scientific Linux [141] is proposed to be used as a standard OS for the detector experiment
while XEN [142] or KVM [143] (both are non-commercial products) would be the most preferable
choice for the standard virtualization platform to be deployed over the offline farm computing
resources. The virtualized environment of the offline farm is intended to be supplied with the
custom design high level control tools, implemented privately.

In case the offline data processing scheme for the detector is extended in order to include
GRID computing technology support and the data processing within the geographically distributed
environment, gLite middleware [147] should be considered as a preferable choice of the standard
GRID middleware for the experiment.

2.11.4 Roadmap for Building the Offline Computing and Storage Sys-
tems

2.11.4.1 Hardware Commissioning Plan

As it was mentioned earlier in Section 2.11.2, the maximum trigger rate of the first level trigger
(LLT) of the detector is equal to 0.5 MHz while the average experimental event size is estimated
to be around 30 kB. The TDAQ and offline data processing systems of the detector are designed
in such a way that the whole flux of data generated by the LLT could be saved on the storage
systems of the offline farm for the long-term analysis. Thus the maximum output data rate of
the detector TDAQ system is estimated to be 15 GBps = 120 Gbps (which is equivalent of 1.24
PB/day = 470 PB/year), so the maximum amount of data which could be generated by the TDAQ
system over the 5 years of constant operation (with 100% efficiency) is equal to 2.4 EB.

If the period of running at maximum luminosity with the CTF experiment is going to be
2018–2023, then the optimal period for hardware deployment for the offline farm is estimated to
be 2016–2019, and for the HDD and tape based storage systems — 2017–2022 (assuming linear
growth of the amount of data aggregated on the detector storage systems with time). Therefore
the detailed specifications for the hardware components needed for implementing networking and
computing system of the detector is to be prepared first in 2015 and then reevaluated in 2018.

In order to estimate the amount of financial resources required for building and operating the
solutions for the networking and computing systems of the detector experiment over the designated
period of time, let us make the following assumptions.

1. The optimal ratio of the total computing powers aggregated within the HLT trigger farm to
the capacity of high performance storage system available within the offline data processing
farm is equal to 3.0 kHepSPEC/PB (which is equivalent1 to approximately 12.0 MSI2K/PB
or 25 TFlops/PB) and fixed over the whole period of 2014–2025.

2. Ratio of capacities of high performance tape storage system to all the HDD based storage
systems within the detector TDAQ and offline data processing farm is fixed to 4.0 for the
whole period of 2014–2025.

3. Ratio of prices per unit of storage system capacity for high performance tape storage systems
and HDD based storage systems is fixed to 0.5 for the whole period of 2014–2025.

4. The assumptions for price evolution and energy efficiency for the general purpose CPU based
computing nodes and HDD based storage systems summarized in Tab. 2.7 are valid for the
whole period of 2014–2022.

Under these assumptions the total cost of the experiment’ computing system (without its
engineering infrastructure – computing and networking hardware only) consisting of
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Table 2.7: Cost and energy efficiency estimations for the computing and storage
system hardware during the period of 2014–2022 (the averaged values
for the subperiods of particular interest are also shown).

• computing nodes with 0.5 PFlops of combined performance (to be deployed in 2016–2019),

• high performance HDD based storage system for the offline data processing farm and TDAQ
with total capacity of 20 PB (to be deployed in 2017–2022),

• high performance tape storage with total capacity of 80 PB (to be deployed in 2017–2022),

is estimated to be approximately 13 M$ and its combined heat dissipation in its final config-
uration is to be about 0.5 MW. An ambiguity of these values is assumed to be no better than
15–20%.

Building the offline farm and data storage system in such a configuration would make it possible
to store 3% of maximum integral data flow generated by the detector’s LLT over the 5 years (2.4
EB) in the average. In this case the average trigger rate is going to be around 20 kHz which
delivers approximately 3 · 1012 experimental events over the 5 years (with 100% efficiency). With
such a configuration, the ratio of total computing performance and the maximum number of evens
stored on the high performance HDD based storage system for the offline farm would be around
0.8 kFlops by 2020.

Once the high performance tape storage systems is filled up to 70–80% of its capacity (presum-
ably by 2020) the deployment of the second stage (high capacity) tape storage system on the IT
area of [DataCenter2] facility is to be done, thus increasing the tape storage capacity available
for the experiment by 160 PB (by the end of deployment period in 2025). The cost estimation for
this particular subsystem is not included in the values mentioned above.

2.11.4.2 Building the Prototypes for the Key Components of Data Processing and
Storage Systems

Validation of the solutions proposed above for various components of networking and computing
infrastructure of the detector experiment is to be done via building and testing the prototypes for
each and every critical part of the infrastructure.

A list of the components which are to be evaluated by building the prototypes is given below.

1. HDD/SSD-based high performance storage systems:

(a) fault-tolerant data storage systems based on redundant groups of RAID arrays,
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(b) distributed and parallel file systems (Lustre [144], PVFS2 [145], Hadoop [146], etc.),

(c) multilevel I/O buffers for the storage system head nodes based on high performance
SSD devices [128], [129].

2. Robotic tape libraries and tape media: studying the existing solutions for scalable modular
robotic tape libraries [130]–[131].

3. High performance computing modules based on general purpose CPUs [123]–[125].

4. Hybrid computing architectures making use of GPU/FPGA based solutions [117]–[122],
[126], [127]:

(a) finding ways to maximize performance of EB and HLT subsystems (TDAQ),

(b) studying feasibility of increasing performance of event reconstruction/simulation jobs
running on the offline data processing farm.

5. Advanced networks:

(a) 40/100 Gigabit Ethernet and IPoIB technologies,

(b) Fiber Channel and FCoE technologies,

(c) DWDM technology.

6. Radiation resistant optical fiber communication lines (Chapter 2.11.3.2).

7. Environmental control systems for industrial and IT applications, industrial process control
systems:

(a) groups of compact localized sensors similar to the solution [148],

(b) distributed optical fiber based sensor systems with the readout performed from one of
the endpoints, similar to the ones described in [149],

(c) hybrid optical fiber based sensor systems supporting both distributed and localized in-
formation gathering along the path of the fiber, similar to those described in [150], [151].
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